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a b s t r a c t

Inference on regression coefficients when the response variable consists of overdispersed
counts is traditionally based on Wald, score and likelihood ratio tests. As the accuracy
of the p-values of such tests becomes questionable in small samples, three recently
developed tests are adapted to the negative binomial regression model. The non-trivial
computational aspects involved in their implementation, some of which remained obscure
in the literature until now, are detailed for general M-estimators. Under regularity
conditions, these tests feature a relative error property with respect to the asymptotic
chi-squared distribution, thus yielding highly accurate p-values even in small samples.
Extensive simulations show how these new tests outperform the traditional ones in terms
of actual level with comparable power. Moreover, inference based on robust (bounded
influence) versions of these tests remains reliable when the sample does not entirely
conform to the model assumptions. The use of these procedures is illustrated with data
coming from a recent randomized controlled trial, with a sample size of 52 observations.
An R package implementing all tests is readily available.

© 2016 Elsevier B.V. All rights reserved.

1. Introduction

Even at the age of big data, drawing accurate inference in small samples outside the Gaussian world remains a chal-
lenging problem. When modeling overdispersed count data, where the variance of the data generating process exceeds its
expectation (see Hinde and Demétrio, 1998, for an overview), inference is traditionally based on tests such as the Wald,
score (Lagrange multiplier) and likelihood ratio tests. In this context, the convergence of these traditional test statistics to
the χ2 distribution under a null hypothesis H0 relies on (first-order) asymptotic results. This implies that when using the
χ2 distribution as an approximation to the true (finite sample size) distribution of such test statistics, the approximation
error is absolute and generally of order O(n−1/2), where n is the sample size. This approximation error may be improved,
for instance by correcting traditional test statistics with Bartlett factors (see e.g. Cordeiro, 1983; DiCiccio et al., 1991) or by
resorting to resampling techniques such as the iterated bootstrap (Beran, 1987; Hall and Martin, 1988). Such means typi-
cally reduce the order of the approximation error to O(n−3/2) (e.g. Cordeiro and Ferrari, 1991), but still in absolute terms
and often at a substantial computational cost.
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Relative errors, as opposed to absolute errors, represent greater precision and are in fact much more relevant when
assessing the accuracy of approximations of small quantities such as p-values. The so-called saddlepoint test statistic
introduced by Robinson et al. (2003) features a relative error of order O(n−1) when approximating its sampling distribution
with a χ2 and thus leads to highly accurate inference even in small samples. Lô and Ronchetti (2009) have adapted this test
to the generalized linear model (GLM) with canonical link and illustrated its excellent finite sample properties when based
on maximum likelihood (ML) and robust bounded influence estimators (Hampel et al., 1986). For more general settings, an
empirical (non-parametric) version of the saddlepoint test is available, and has been extended to different cases (e.g. Czellar
and Ronchetti, 2010; Ma and Ronchetti, 2011; Lunardon and Ronchetti, 2014), as well as a recent alternative proposed by
Camponovo and Otsu (2015), called the tilted exponential tilting test. A common feature of these three new tests is that they
replace the computational effort of bootstrap-related techniques by numerical optimization. Although these three tests are
asymptotically equivalent, their finite-sample performances have never been compared. Furthermore, some aspects of their
intricate computation remain obscure in the literature, potentially discouraging statisticians to implement them.

ML based estimation and inference are well-known to be non-robust, in the sense that even slight departures from the
model assumptions can drive estimates and test statistics to arbitrary values. Robust (bounded influence) tests (Heritier and
Ronchetti, 1994) by contrast maintain their level and power under contamination. When concerned with the accuracy of
p-values, the need for robust tests is all the more so important since the inaccuracies induced by deviations from the model
likely dominate any precision gains coming from the use of higher-order asymptotics; see Ronchetti and Ventura (2001).

In this paper, we extend the three aforementioned tests to the negative binomial (NB) regression model, which lies
outside the framework of Lô and Ronchetti (2009). This model is arguably one of themost popular models for overdispersed
count data, and is a typical choice for the modeling of falls in clinical trials as in our motivating example in Section 5. This
focus on the NB model does not preclude our notation, based on M-estimators, from being fairly general. Our exposition
focuses on the computational aspects of the implementation of these three tests, which certainly go beyond the NB model.
We propose both classical and robust versions of each test, the latter following Aeberhard et al. (2014). Through a large-scale
simulation study, we investigate on the one hand howwell, compared to traditional tests, the three new testsmaintain their
nominal level underH0 and on the other hand how they perform in terms of power under local alternatives. Generating data
both according to the assumed NB model and under contamination allows us to highlight the gain in inference stability of
robust tests. To our knowledge, no such finite-sample comparison of these tests has been made so far, especially regarding
power. R code (R Core Team, 2015) is provided as Supplementary Material (see Appendix A) for illustrating the use of our
fully-documented R package which implements all tests studied here.

This paper is organized as follows: Section 2 sets our notation; in Section 3, we detail both theoretical and empirical ver-
sions of the saddlepoint test and the tilted exponential tilting test; Section 4 shows the results of our extensive Monte Carlo
simulation study; Section 5 presents the application of these tests to falls data coming from a recent randomized controlled
trial; finally, Section 6 concludes this paper.

2. Framework

Our sample consists of independent scalar count responses Yi coupledwith a vector of covariates xi ∈ Rp, for i = 1, . . . , n.
We assume Yi|xi follows a NB distribution with probability mass function (pmf)

Pr(Yi = y; σ , µi) =
Γ (y + 1/σ)

Γ (1/σ)Γ (y + 1)
(σµi + 1)−1/σ


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σµi + 1

y

, (1)

where the mean parameter µi = E[Yi|xi] is linked to the linear combination of covariates through a natural logarithm,
µi = exp(x⊤

i β) with β = (β0, β1, . . . , βp−1)
⊤

∈ Rp, and the overdispersion parameter σ > 0 appears in the quadratic
variance function Var[Yi|xi] = V (µi) = µi + σµ2

i . The Poisson GLM with mean µi is a limiting case when σ → 0.
Let zi = (Yi, x⊤

i )⊤ and θ = (σ , β⊤)⊤. We want to make inference about a subset of β of dimension d < p and thus
consider σ and the first (p − d) elements of β as nuisance parameters. Let θ = (θ⊤

1 , θ⊤

2 )⊤, so that the parameter of interest
is θ2 ∈ Rd. This leads to testing the composite hypothesis H0 : θ2 = θ2,0 against a two-sided alternative H1 : θ2 ≠ θ2,0, for
a given θ2,0.

For the estimation, we consider both ML and robust methods yieldingM-estimators defined as the solution in θ to

1
n

n
i=1

Ψ (zi; θ1, θ2) = 0, (2)

where the function Ψ can either be ΨML or ΨRobust, leading respectively to the NB ML estimator (MLE) and its robust
counterpart, see Section A in the Supplementary Material. See also Section 3.4 for the regularity conditions we impose on a
general Ψ for the relative error properties of the studied tests to be verified. Hereafter, we refer to theM-estimator defining
function Ψ as a score, although it need not correspond to a ML score.
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