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a b s t r a c t

We consider a bipartite version of the color degree matrix problem. A bipartite graph
G(U, V , E) is half-regular if all vertices in U have the same degree. We give necessary and
sufficient conditions for a bipartite degreematrix (also known as demandmatrix) to be the
color degreematrix of an edge-disjoint union of half-regular graphs.We also give necessary
and sufficient perturbations to transform realizations of a half-regular degree matrix into
each other. Based on these perturbations, a Markov chain Monte Carlo method is designed
in which the inverse of the acceptance ratios is polynomial bounded.

Realizations of a half-regular degree matrix are generalizations of Latin squares, and
they also appear in applied neuroscience.

© 2017 Published by Elsevier B.V.

1. Introduction

Consider an edge-weighted directed graph as a model of a neural network. Such a network can be built up using real life
measurements (see, for example, [19]), and neuroscientists are interested in comparing this networkwith randomnetworks.
If the edgeswere notweighted, the typical approachwould be to generate randomgraphswith prescribed in and out degrees.
This topic has a tremendous literature, see, for example, [18,9,15,5,7].

If weights are introduced, onemightwant to generate a randomgraph thatmaintains not only the sumof theweights, but
also weights of individual edges. The weights can be transformed into colors, and we would be looking for an edge-colored
graph with prescribed in and out degrees for each color. This problem is known as finding edge packing [2], edge disjoint
realizations [10], or degree constrained edge-partitioning [1]. The problemhas also applications in discrete tomography [1,6].
In addition to finding one edge-colored graph with given constraints, it is important to know how to generate a ‘‘typical’’
solution, as we can see in the before mentioned neuroscientific problem.

Unfortunately, the general edge packing problem is NP-complete even for 2 colors [4,8,6]. Although the general problem
is NP-complete, special cases are tractable. Such special cases include the 2-color case with the subgraph of one of the colors
almost regular [17,16,3]. Another tractable case is when the graph is bipartite, the number of colors is 2, and there exist
constants k1 and k2 such that for each vertex, the total number of edges in one of the vertex class is k1 − 1, k1 or k1 + 1
and in the other vertex class is k2 − 1, k2 or k2 + 1 [10]. When the number of colors is unlimited, tractable solutions exist if
the graphs are forests for each color [1] or the graphs are forests for each color except one of the colors might contain one
cycle [12].

A special case is when the bipartite graph is the union of n 1-factors. Such edge packings are simply the Latin squares. For
any n, Latin squares exist, and even a Markov chain is known that explores the space of Latin squares for a fixed n [13]. This
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Markov chain is conjectured to be rapidly mixing, that is, computationally efficient at sampling random Latin squares. The
conjecture remains open, despite many efforts made over the past two decades.

In this paper, we consider another tractable case with unlimited colors. We require that the subgraphs for each color be
half-regular, that is, the degrees are constant on one of the vertex classes, furthermore, this regular vertex class must be the
same for all colors. We give sufficient and necessary conditions when this edge packing problem has a solution. We also give
necessary and sufficient perturbations to transform solutions into each other. AMarkov chainMonte Carlo method has been
given using these perturbations, and we give a proof that the inverse of the acceptance ratio is polynomial bounded.

2. Preliminaries

In this paper, we will work with realizations of half-regular degree matrices, defined below.

Definition 2.1. A bipartite degree sequence D = ((d1, d2, . . . , dn), (f1, f2, . . . , fm)) is a pair of sequences of non-negative
integers. A bipartite degree sequence is graphical if there exists a simple bipartite graph Gwhose degrees correspond exactly
to D. We say that G is a realization of D.

Definition 2.2. A bipartite degree matrixM = (D, F ) is a pair of k×n and k×mmatrices of non-negative integers. A bipartite
degree matrix is graphical if there exists an edge colored simple bipartite graph G(U, V , E) such that for all color ci and for
all uj ∈ U , the number of edges of uj with color ci is di,j and for all vl ∈ V , the number of edges of vl with color ci is fi,l. Such
graph is called a realization of M. A bipartite degree matrix is half-regular if for all i ≤ k and j, l ≤ n, di,j = di,l.

The rows of M are bipartite degree sequences that are also called factor s and the edge colored realization of M is also
called an M-factorization.

We consider two problems. One is the existence problemwhich asks if there is a realization of a given half-regular degree
matrix. The other is the sampling problem, which considers the set of all realizations of a half-regular degreematrix and asks
how to sample uniformly a realization from this set. Markov Chain Monte Carlo (MCMC) methods are generally applicable
for such problems, and we are also going to introduce an MCMC for sampling realizations of half-regular degree sequences.
Below we introduce the main definitions.

Definition 2.3. A discrete time, finite Markov chain is a random process that undergoes transitions from one state to another
in a finite state space. The process has theMarkov property whichmeans that the distribution of the next state depends only
on the current state. The transition probabilities can be described with a transition matrix T = {ti,j}, where ti,j := P(xi|xj),
namely, the conditional probability that the next state is xi given that the current state is xj. When the state space is a large
set of combinatorial objects, the transition probabilities are not given explicitly. Rather, a random algorithm is given that
generates a random xi by perturbing the current state xj. Such algorithm is called transition kernel.

When the process starts in a state xi, after t number of steps, it will be in a random state with distribution Tt1i, where 1i
is the column vector containing all 0’s except for coordinate i, which is 1. The Markov chain Monte Carlo method is to tailor
the transition probabilities so that the limit distribution limt→∞Tt1i is a prescribed distribution. To fulfill this, it is necessary
for the Markov chain to be irreducible, aperiodic and the transitions be reversible as defined below.

Definition 2.4. Given a discrete time, finite Markov chain on the state space I, the Markov graph of the Markov chain is a
directed graph G(V , E), with vertex set I and an edge from vi to vj iff P(vj|vi) ̸= 0. A Markov chain is irreducible iff its Markov
graph is strongly connected. When the transition kernel of an irreducible Markov chain generates a class of perturbations,
we also say that this class of perturbations is irreducible on the state space.

A Markov chain is aperiodic if the largest common divisor of cycle lengths of its Markov graph is 1. This automatically
holds if there is a loop in the Markov chain, that is, a state x exists for which P(x|x) ̸= 0.

Definition 2.5. The transition kernel of a Markov chain is reversible if for all xi, xj, P(xi|xj) ̸= 0 ⇔ P(xj|xi) ̸= 0.

The strength of the theory of Markov chain Monte Carlo is that any irreducible, aperiodic Markov chain with reversible
transition kernel can be tailored into a Markov chain converging to a prescribed distribution as stated below.

Theorem 2.6 ([20,11]). Let an irreducible, aperiodic Markov chain be given with reversible transition kernel T over the finite state
space I. Let π be a distribution over I, for which ∀x ∈ I, π (x) ̸= 0. Then the following algorithm, called the Metropolis–Hastings
algorithm, also defines a Markov chain that converges to π ; namely, its transition kernel T′ satisfies limt→∞T′t1i = π for all
indices i.

1. Draw a random y following the distribution T (·|xt ) where xt is the current state of the Markov chain after t steps.
2. Draw a random u following the uniform distribution over [0, 1]. The next state, xt+1, will be y if

u ≤ min
{
1,

π (y)T (xt |y)
π (xt )T (y|xt )

}
and xt otherwise.
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