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a  b  s  t  r  a  c  t

Inspired  by  human  learning  mechanisms,  a novel  meta-heuristic  algorithm  named  human  learning  opti-
mization  (HLO)  is  presented  in  this  paper  in which  the individual  learning  operator,  social  learning
operator,  random  exploration  learning  operator  and  re-learning  operator  are  developed  to generate  new
solutions  and  search  for the  optima  by  mimicking  the  human  learning  process.  Then  HLO  is  applied  to
solve  the  well-known  5.100  and 10.100  multi-dimensional  knapsack  problems  from  the  OR-library  and
the  performance  of  HLO  is compared  with  that  of other  meta-heuristics  collected  from  the  recent  litera-
ture.  The  experimental  results  show  that the  presented  HLO  achieves  the  best performance  in  comparison
with  other  meta-heuristics,  which  demonstrates  that  HLO  is  a promising  optimization  tool.

© 2015  Published  by  Elsevier  B.V.

1. Introduction

Optimization problems are wide-ranging and plentiful in our daily life, and
therefore methods for solving these problems have been a widely researched topic
[1,2]. Traditional gradient-based algorithms like the steepest descent method and
the Newton method have been used to solve various optimization problems suc-
cessfully. However, these approaches heavily rely on the initial starting point, the
topology of the feasible region and the surface associated with objective functions
[3]. Inspired by physical and biological systems, various meta-heuristics have been
developed to deal with complex optimization problems. For instance, genetic algo-
rithms [4] mimic the evolution of living organisms with genetic operators such
as  the reproduction, crossover and mutation. Simulated annealing [5] resembles
the  cooling process of molten metals through annealing. Ant Colony Optimiza-
tion  (ACO) [6] takes inspiration from the foraging and path making behaviors of
ants. Particle swarm optimization (PSO) [7] copies the behaviors of birds search-
ing  for food in a collaborative way. Artificial fish-swarm algorithm [8] imitates the
fish-swarm behaviors like the praying behavior, swarming behavior and chasing
behavior. Immune algorithm [9] emulates the defense process of the immune sys-
tem against its invaders in a biological body. Bees Swarm Optimization [10] models
the behaviors of honey bees collecting, processing and advertising of nectars. Com-
pared with traditional gradient-based algorithms, these nature-inspired algorithms
can  tackle NP-hard problems more effectively and efficiently with the advantages
of broad applicability, flexibility and ease of implementation. Therefore, meta-
heuristic design has been drawing increasing attention from researchers, and novels
algorithms have been presented in the latest decade such as the biogeography-
based optimization algorithm [11], harmony search (HS) [12], the hunting search
algorithm [13], the chemical reaction optimization algorithm [14] and the gravity
algorithm [15]. However, most of these algorithms are originally designed to solve
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the continuous or discrete problems which cannot be directly applied to binary-
coding problems such as feature selection and knapsack problems, and therefore
various binary variants like the discrete binary PSO algorithms [16,17], discrete
binary differential evolution algorithms [18–20], binary HS [21,22] and binary gravi-
tational search algorithm [23] are proposed to extend the applications of algorithms.

Compared with real-coded or discrete-coded optimization algorithms, only a
few  binary-coded algorithms have been proposed in recent years while more and
more complicated binary-coding problems arise. On the other hand, for many
engineering problems with low precision like the design of controllers [24], binary-
coding algorithms may  perform better than real-coded algorithms in terms of search
accuracy and the convergence speed as infinite search space is mapped into finite
solution space. In addition, binary algorithms can be easily used to solve hybrid-
coded problems in which real variables, discrete variables and binary variables are
included, which is an advantage for engineering applications. Thus, it is essential to
develop efficient and effective binary-coded optimization tools. Inspired by human
learning mechanisms, a new meta-heuristic algorithm called human learning opti-
mization (HLO) algorithm is presented and applied to multi-dimensional knapsack
problems in this work.

The rest of the paper is organized as follows. Section 2 introduces the presented
HLO in detail. In Section 3, HLO is applied to multi-dimensional knapsack problems
and  the results are compared with those of other meta-heuristics collected from
recent works to validate its performance. Finally, Section 4 concludes the paper and
explains our future work.

2. Human learning optimization algorithm

In nature, human learning is an iterative optimization process.
People master and improve their skills by learning repeatedly on
some complicated tasks and activities such as playing basketball
and learning dancing, which is similar to meta-heuristics search-
ing for the global optima iteratively. There are various theories of
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learning such as individual learning theories, social learning theo-
ries and cognitive learning theories. Meanwhile, many factors like
the emotional factor and the social factor affect the learning pro-
cess. The process of human learning is extremely complicated and
its study is the part of neuropsychology, educational psychology,
learning theory and pedagogy. However, the HLO presented in this
paper is built on a simple learning model for easy implementation
and four learning operators named the individual learning opera-
tor, social learning operator, random exploration learning operator
and re-learning operator are designed to search for the optima
which imitate the mechanisms commonly existing in the learning
process of humans. For instance, a person learns playing basketball
through self-practicing (individual learning) and from his or her
coach (social learning). During the learning process, he or she may
try new strategies to improve his or her skill further which are char-
acterized by randomness due to the absence of prior-knowledge
(random exploration learning) and re-learns with new approaches
(re-learning) when he or she hits and cannot pass the bottleneck of
learning.

2.1. Initialization

HLO adopts the binary-coding framework in which each bit cor-
responds to a basic component of knowledge for solving problems.
Therefore, an individual, i.e. a candidate solution, is represented by
a binary string as Eq. (1) which is initialized as “0” or “1” randomly
assuming that there is no prior-knowledge of problems,

xi =
[

xi1 xi2 · · · xij · · · xiM

]
, 1 ≤ i ≤ N, 1 ≤ j ≤ M (1)

where xi is the ith individual, N is the number of individuals of
the population, and M is the number of components contained in
the knowledge, i.e. the dimension of solutions. After initializing
all the individuals, the initial population of HLO is generated as
Eq. (2).

X =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

x1

x2
...

xi
...

xN

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

x11 x12 · · · x1j · · · x1M

x21 x22 · · · x2j · · · x2M

...
... ...

...
xi1

...

xN1

xi2

...

xN2

· · ·

· · ·

xij

...

xNj

· · ·

· · ·

xiM

...

xNM

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

xij ∈
{

0, 1
}

, 1 ≤ i ≤ N, 1 ≤ j ≤ M

(2)

2.2. Learning operators

2.2.1. Individual learning operator
Every person learns in conscious or unconscious states, which

is a fundamental requirement of existence. Individual learning is
defined as the ability to build knowledge through individual reflec-
tion about external stimuli and sources. In HLO, an individual learns
to solve problems by the individual learning operator based on
its own experience which is stored in the Individual Knowledge
Database (IKD) as Eqs. (3) and (4).

xij = ikipj (3)

IKDi =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

ikdi1

ikdi2
...

ikdip
...

ikdiG

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

iki11 iki12 · · · iki1j · · · iki1M

iki21 iki22 · · · iki2j · · · iki2M

...
... ...

...
ikip1

...

ikiG1

ikip2

...

ikiG2

· · ·

· · ·

ikipj

...

ikiGj

· · ·

· · ·

ikipM

...

ikiGM

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

1 ≤ i ≤ N, 1 ≤ p ≤ G, 1 ≤ j ≤ M

(4)

where IKDi is the individual knowledge database of person i, G
denotes the size of the IKDs, ikdip stands for the pth best solution of
person i, and p, a random integer, determines which individual in
the IKD is adopted for individual learning.

2.2.2. Social learning operator
Social learning is a transmission of knowledge and skills through

direct or indirect interactions among individuals. In the social con-
text, people can learn from not only their own direct experience
but also the experience of the other members, and therefore they
can develop further their abilities and achieve the higher efficiency
with an effective knowledge sharing. To possess the efficient search
ability, the social learning mechanism is mimicked in HLO. Like
human learning, each individual of HLO studies the social knowl-
edge stored in the Social Knowledge Database (SKD) with some
probability as Eqs. (5) and (6) when it yields a new solution,

xij = skqj (5)

SKD =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

skd1

skd2
...

skdq

...

skdH

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

sk11 sk12 · · · sk1j · · · sk1M

sk21 sk22 · · · sk2j · · · sk2M

...
... ...

...
skq1

...

skH1

skq2

...

skH2

· · ·

· · ·

skqj

...

skHj

· · ·

· · ·

skqM

...

skHM

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

1 ≤ q ≤ H, 1 ≤ j ≤ M

(6)

where H is the size of the SKD and skdq represents the qth social
knowledge in the SKD, that is, the new generated candidate xi ran-
domly chooses one of best solutions stored in the SKD and copies
the corresponding bit.

2.2.3. Random exploration learning operator
Anyway, people cannot always reproduce their own experi-

ence or social knowledge perfectly during the learning process
due to various factors such as the disturbance and forgetting, and
consequently a random learning is acted. Moreover, human also
keeps trying various new strategies to improve performance. And as
usually there is no prior knowledge for a new problem, this explo-
ration procedure is characterized by randomness. Simulating these
phenomena, HLO performs the random exploration learning with
some probability as Eq. (7)

xij = RE(0,  1) =
{

0, rand < 0.5

1, else
(7)

where rand is a random number in [0, 1).

2.2.4. Re-learning operator
In HLO, an individual is considered of hitting the bottleneck if

its fitness is not improved in the certain number of generations.
In this case, the re-learning operator is activated which clears the
IKD of the corresponding individual so that it can re-learn with
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