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a b s t r a c t

Gyarmati, Mauduit and Sárközy introduced the cross-correlation measure Φk(G) of order k
to measure the level of pseudorandom properties of families of finite binary sequences. In
an earlier paper we estimated the cross-correlation measure of a random family of binary
sequences. In this paper, we sharpen these earlier results by showing that for random
families, the cross-correlationmeasure converges strongly, and so has limiting distribution.
We also give sharp bounds to theminimum values of the cross-correlationmeasure, which
settles a problem of Gyarmati, Mauduit and Sárközy nearly completely.

© 2016 Elsevier B.V. All rights reserved.

1. Introduction

Recently, in a series of papers the pseudorandomness of finite binary sequences EN = (e1, . . . , eN) ∈ {−1, 1}N has been
studied. In particular, measures of pseudorandomness have been defined and investigated; see [3,6,9,11] and the references
therein.

For example, Mauduit and Sárközy [11] introduced the correlation measure Ck(EN) of order k of the binary sequence EN .
Namely, for a k-tuple D = (d1, . . . , dk) with non-negative integers 0 ≤ d1 < · · · < dk < N and M ∈ N with M + dk ≤ N
write

Vk(EN ,M,D) =

M
n=1

en+d1 . . . en+dk .

Then Ck(EN) is defined as

Ck(EN) = max
M,D

|V (EN ,M,D)| = max
M,D

 M
n=1

en+d1 . . . en+dk

 .
This measure has been widely studied, see, for example [1–3,6,8,12,17]. In particular, Alon, Kohayakawa, Mauduit,

Moreira and Rödl [3] obtained the typical order of magnitude of Ck(EN). They proved that, if EN is chosen uniformly from
{−1, +1}N , then for all 0 < ε < 1/16 the probability that
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holds for every integer 2 ≤ k ≤ N/4 is at least 1 − ε if N is large enough. (Here, and in what follows, we write log for the
natural logarithm, and loga for the logarithm to base a.)

They also showed in [3], that the correlationmeasure Ck(EN) is concentrated around its mean E[Ck]. Namely, for all ε > 0
and integer function k = k(N) with 2 ≤ k ≤ logN − log logN the probability that

1 − ε <
Ck(EN)

E[Ck]
< 1 + ε

holds is at least 1 − ε if N is large enough.
Recently, K.-U. Schmidt studied the limiting distribution of Ck(EN) [17]. He showed that if e1, e2, . . . ∈ {−1, +1} are

chosen independently and uniformly, then for fixed k

Ck(EN)
2N log

 N
k−1

 → 1 almost surely,

as N → ∞, where EN = (e1, . . . , eN).
Let us now turn to the minimal value of Ck(EN). Clearly,

min{Ck(EN) : EN ∈ {−1, +1}} = 1 for odd k,

where theminimum is reached by the alternating sequence (1, −1, 1, −1, . . .). However, for even order, Alon, Kohayakawa,
Mauduit, Moreira and Rödl [2] showed that

min{C2k(EN) : EN ∈ {−1, +1}} >


1
2


N

2k + 1


, (1)

see also [17].
In order to study the pseudorandomness of families of finite binary sequences instead of single sequences, Gyarmati,

Mauduit and Sárközy [10] introduced the notion of the cross-correlation measure (see also the survey paper [15]).

Definition 1. For positive integers N and S, consider a map

GN,S : {1, 2, . . . , S} → {−1, +1}N ,

and write GN,S(s) = (e1(s), . . . , eN(s)) ∈ {−1, 1}N (1 ≤ s ≤ S).
The cross-correlation measure Φk


GN,S


of order k of GN,S is defined as

Φk

GN,S


= max

 M
n=1

en+d1(s1) · · · en+dk(sk)

 ,
where the maximum is taken over all integers M, d1, . . . , dk and 1 ≤ s1, . . . , sk ≤ S such that 0 ≤ d1 ≤ d2 ≤ · · · ≤ dk <
M + dk ≤ N and di ≠ dj if si = sj.

We remark that in [10] only injective maps GN,S were considered, and the cross-correlation measure is defined for the
families F = {GN,S(s) : s = 1, 2, . . . , S} of size S.

The typical order ofmagnitude ofΦk

GN,S


was established in [14] for large range of k and for randommapsGN,S , i.e.when

all en(s) ∈ {−1, +1} (1 ≤ n ≤ N, 1 ≤ s ≤ S) are chosen independently and uniformly.

Theorem 1. For a given ε > 0, there exists N0, such that if N > N0 and 1 ≤ log2 S < N/12, then we have with probability at
least 1 − ε, that
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log
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k


+ k log S


< Φk


GN,S


<
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2


N

log


N
k


+ k log S


for every integer k with 2 ≤ k ≤ N/(6 log2 S).

Our first result tells that analogously to the correlation measure of binary sequences, the cross-correlation measure of
families Φk


GN,S


is concentrated around its mean E


Φk

GN,S


if k is small enough.

Theorem 2. For any fixed constant ε > 0 and any integer function k = k(N) with 2 ≤ k ≤ (logN + log S)/ log logN, there is
a constant N0 ≥ 12 log2 S for which the following holds. If N ≥ N0, then the probability that

1 − ε <
Φk(GN,S)

E

Φk(GN,S)

 < 1 + ε

holds is at least 1 − ε.
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