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Abstract

Recently, in-memory cluster computing (IMC) gains momentum because it ac-
celerates traditional on-disk cluster computing (ODC) up to several tens of times
for iterative and interaction applications. The most popular IMC framework is
Spark and it has more than 100 configuration parameters. However, it is unclear
how significantly these parameters affect the system performance because IMC is
a quite new computing paradigm. Consequently, there is yet no study addressing
how to optimally configure IMC frameworks.

In this paper, we first investigate how significantly the configuration param-
eters affect the performance of Spark workloads. We find that the configura-
tion caused performance variation can be as large as 20.7, indicating configuring
Spark workloads is extremely important to their performance. However, man-
ually configuring Spark workloads is notoriously difficult because there are so
many configuration parameters which might interfere with each other in a com-
plex way. To address this issue, we propose an approach to Automatically Con-
figure Spark workloads, named ACS. It firstly constructs performance models as
functions of Spark configuration parameters by using random forest which is an
ensemble learning algorithm. Subsequently, ACS leverages genetic algorithm to
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