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a  b  s  t  r  a  c  t

This paper  proposes  a novel  hybrid  approach  based  on particle  swarm  optimization  and  local  search,
named  PSOLS,  for dynamic  optimization  problems.  In the proposed  approach,  a swarm  of  particles  with
fuzzy  social-only  model  is  frequently  applied  to estimate  the  location  of  the  peaks  in the  problem  land-
scape.  Upon  convergence  of the  swarm  to previously  undetected  positions  in  the  search  space,  a  local
search  agent  (LSA)  is created  to  exploit  the  respective  region.  Moreover,  a density  control  mechanism
is  introduced  to  prevent  too  many  LSAs  crowding  in  the  search  space.  Three  adaptations  to  the  basic
approach  are  then  proposed  to  manage  the  function  evaluations  in  the  way  that  are  mostly  allocated
to  the  most  promising  areas  of  the search  space.  The  first adapted  algorithm,  called  HPSOLS,  is  aimed
at  improving  PSOLS  by stopping  the local  search  in LSAs  that are  not  contributing  much  to the  search
process.  The  second  adapted,  algorithm  called  CPSOLS,  is  a competitive  algorithm  which  allocates  extra
function  evaluations  to the  best  performing  LSA.  The  third  adapted  algorithm,  called  CHPSOLS,  combines
the  fundamental  ideas  of  HPSOLS  and  CPSOLS  in  a single  algorithm.  An  extensive  set  of  experiments  is
conducted  on  a  variety  of dynamic  environments,  generated  by  the moving  peaks  benchmark,  to  evaluate
the  performance  of  the  proposed  approach.  Results  are  also  compared  with  those  of  other  state-of-the-
art  algorithms  from  the  literature.  The  experimental  results  indicate  the  superiority  of  the  proposed
approach.

©  2015  Elsevier  B.V.  All  rights  reserved.

1. Introduction

Optimization in dynamic environments has emerged as an
important field of research during the last two decades, since many
real-world optimization problems tend to change over time. The
representative examples of real-world dynamic optimization prob-
lems (DOPs) are portfolio decisions optimization in changing stock
market conditions, shortest path routing problem in changing net-
work environments, and vehicle routing with online arrival of
customer’s requests. In these problems, the task of optimization
is not confined to finding the optimum solution(s) in the problem
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space but to continuously and accurately adapt to the new condi-
tions during the course of optimization.

Each dynamic optimization problem P can be defined by a quin-
tuple {˝,  x, �, f, t} where  ̋ denotes the search space, x is a feasible
solution in ˝,  � represents the system control parameters which
determines the distribution of the solutions in the fitness land-
scape, f is the static objective function and t is the time. P is then
can be modeled as follows [1]:

P =
∑end

t=0
ft(x, �) (1)

As can be seen in the above equation, dynamic optimization prob-
lem P is composed of a sequence of static instances. Hence, the goal
of the optimization in such problems is no longer just locating the
optimal solution(s), but rather tracking the shifting optima over the
time.
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The dynamism of the problem can then be obtained by tuning
the system control parameters as follows:

�t+1 = �t ⊕ ��  (2)

where ��  is the deviation of the control parameters from their cur-
rent values and ⊕ represents the way the parameters are changed.
The next state of the environment then can be defined using current
state of the environment as follows:

ft+1(x, �) = ft(x, �t ⊕ ��) (3)

Different change types can be defined, using ��  and ⊕. Li et al.
[1] proposed a framework of the eight change types including small
step change,  large step change,  random change,  chaotic change, recur-
rent change,  recurrent change with noise, and dimensional change. For
additional information, interested readers are referred to [1].

The adaptive nature of evolutionary algorithms and swarm
intelligence methods make them suitable candidates for deal-
ing with DOPs. However, the dynamic behavior of DOPs poses
additional challenges to the evolutionary algorithms and swarm
intelligence techniques. The main challenge of the mentioned tech-
niques in dynamic environments is diversity loss which arises due
to the tendency of the population to converge to a single optimum.
Consequently, when a change occurs in environment, the number
of function evaluations required for a partially converged popu-
lation to re-diversify and re-converge to the shifted optimum is

quite deleterious to the performance [2]. Particle swarm optimiza-
tion (PSO) is one of the swarm intelligence algorithms that should
undergo a certain adjustment to work well in dynamic environ-
ments.

In this paper, a novel PSO-based approach which combines
a fuzzy social-only model PSO and local search is suggested to
address DOPs. The basic algorithm is then further extended based
on three resource management schemes. Experimental studies are
carried out on the sensitivity analysis of the several components
and parameters of the proposed method. The performance of the
proposed approach is also compared with several state-of-the-art
algorithms on moving peaks benchmark (MPB) problem.

The rest of this paper is structured as follows: Section 2 gives an
overview to the basic PSO algorithm and its variants for dynamic
environments. In Section 3, we explain our proposed approach
in detail. Experimental study regarding the parameters sensitiv-
ity analysis, impact of using different local search methods, effect of
applying different resource management schemes, and comparison

with other state-of-the-art methods is presented in Section 4.
Finally, conclusions and future works are given in Section 5.

2. Background and related works

PSO is a versatile population-based stochastic optimization
method which was first proposed by Kennedy and Eberhart [3] in
1995. PSO begins with a population of randomly generated parti-
cles in a D-dimensional search space. Each particle i of the swarm
has three features: �xi that shows the current position of the particle
i in the search space, �vi which is the velocity of the particle i and �pi

which denotes the best position found so far by the particle i. Each
particle i updates its position in the search space, at every time step
t, according to the following equations:

�vi(t + 1) = w�vi(t) + c1r1[�pi(t) − �xi(t)] + c2r2[�pg(t) − �xi(t)] (4)

�xi(t + 1) = �xi(t) + �vi(t + 1) (5)

where w is the inertia weight parameter which determines the
portion of velocity preserved during the last time step of the algo-
rithm. c1 and c2 denote the cognitive and social learning factors
that are used to adjust the degree of the movement of particles
toward their personal best position and global best position of the
swarm, respectively. r1 and r2 are two independent random vari-
ables drawn with uniform probability from [0,1]. Finally, �pg is the
globally best position found so far by the swarm. The pseudo-code
of the PSO is shown in Algorithm 1.

PSO has been successfully applied in many optimization prob-
lems including numerical optimization [4,5], image processing [6],
training feedforward neural networks in dynamic environments
[7], density estimation [8], multi-objective optimization [9,10],
data clustering [11], etc. However, as we mentioned in Section
1, PSO suffers from diversity loss when dealing with DOPs. Many
attempts have been made by the researchers to deal with this issue.
In the rest of this section, we will examine the current studies and
advances in the literature in five major groups.

2.1. Injecting diversity to the swarm after detecting a change in
the environment

A very basic strategy to cope with diversity loss problem is to
inject a certain level of diversity to the swarm whenever a change
occurs in the environment. An example of this approach is the re-
randomization PSO (RPSO) proposed by Hu and Eberhart [12]. In
RPSO, upon detecting a change in the environment, the entire or a
part of the swarm is randomly relocated in the search space. Their
results suggest that the re-randomization of a small portion of the
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