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Abstract

The tradeoff between consistency and availability is inevitable when designing
distributed data stores, and today’s cloud services often choose high availabil-
ity instead of strong consistency, leading to visible inconsistencies for clients.
Convergent causal consistency is one of the strongest consistency model that
still remains available during system partitions, and it can also satisfy human
perception of causality between events. In this paper, we present CoCaCo, a
distributed key-value store that provides convergent causal consistency with
asynchronous replication, since it is able to provide cloud services’ desired
properties including high performance and availability. Moreover, CoCaCo
can efficiently guarantee causal consistency by performing dependency check-
ing only during handling read operations. We implement CoCaCo based on
Cassandra and our experimental results indicate that CoCaCo provides per-
formance comparable to eventually consistent Cassandra.
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1. Introduction

Nowadays distributed data stores have become a fundamental infrastruc-
ture for large-scale cloud systems, and they usually replicate data partitions
to achieve high scalability and availability[1]. Although strong consistency,
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