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h i g h l i g h t s

• Improved routing algorithms for the datacenter networks HCN and BCN are proposed.
• New routing algorithms are derived from algorithms for WK-recursive networks.
• Routing algorithms are simulated for a variety of traffic patterns and workloads.
• Our routing algorithms massively improve on existing ones.
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a b s t r a c t

We present significantly improved one-to-one routing algorithms in the datacenter networks HCN and
BCN in that our routing algorithms result in much shorter paths when compared with existing routing
algorithms.We also present amuch tighter analysis of HCN and BCN by observing that there is a very close
relationship between the datacenter networks HCN and the interconnection networks known as WK-
recursive networks. We use existing results concerning WK-recursive networks to prove the optimality
of our new routing algorithm for HCN and also to significantly aid the implementation of our routing
algorithms in both HCN and BCN. Furthermore, we empirically evaluate our new routing algorithms for
BCN, against existing ones, across a range of metrics relating to path-length, throughput, and latency
for the traffic patterns all-to-one, bisection, butterfly, hot-region, many-all-to-all, and uniform-random,
and we also study the completion times of workloads relating to MapReduce, stencil and sweep, and
unstructured applications. Not only do our results significantly improve routing in our datacenter
networks for all of the different scenarios considered but they also emphasize that existing theoretical
research can impact upon modern computational platforms.

© 2017 The Authors. Published by Elsevier B.V.
This is an open access article under the CC BY license

(http://creativecommons.org/licenses/by/4.0/).

1. Introduction

Datacenters are becoming pervasive within the global com-
putational infrastructure and the sizes of these datacenters are
expanding rapidly, with some of the largest operators manag-
ing over a million servers across multiple datacenters. As to how
these servers are interconnected via the datacenter network (DCN)
is a fundamental issue, the consideration of which involves a
mix of mathematics, computer science, and engineering. More-
over, just as with the design of interconnection networks for
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distributed-memory multiprocessors or networks-on-chips, there
is no ‘silver bullet’ solution, for there is a wide range of design pa-
rameters to consider, some of which are conflicting.

The traditional architecture of a DCN is ‘switch-centric’
whereby the primary structure is a topology (usually tree-based)
of switches with the switches possessing interconnection intelli-
gence. The DCNs Fat-Tree [1], VL2 [2], and Portland [3] are typical
of such DCNs. Amore recent and alternative architecture is ‘server-
centric’ whereby the interconnection intelligence resides within
the servers and the switches are dumb crossbars (so, there are no
switch-to-switch links). The DCNs DCell [4], FiConn [5], BCube [6],
MDCube [7], HCN and BCN [8], and GQ∗ [9] are typical of server-
centric DCNs.

The server-centric architecture possesses a number of advan-
tages when compared with the more traditional switch-centric
architecture: tree-based switch-centric DCNs tend to be such
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that ‘root’ switches quickly become a bottleneck; the underlying
topologies of server-centric topologies are better suited to support
traffic patterns prevalent in datacenters (such as one-to-all and all-
to-all); the switches in server-centric DCNs can be chosen to be
commodity switches as they require no intelligence; and multi-
ple network interface controller (NIC) ports on servers in server-
centric DCNs can be utilized so that more varied topologies can be
constructed (see, for example, [10,8,11] for more information).

Whilst multiple NIC ports can be used when building server-
centric DCNs, commodity servers usually only have a small number
of NIC ports, often only two. This can be problematic as a primary
aim of DCN design is to incorporate a large number of servers
within the datacenter. For example, when one builds the DCNs
DCell, BCube, and MDCube, one finds that the number of NIC ports
required increases as the number of servers rises. On the other
hand, FiConn and GQ∗, for example, is such that no matter how
many servers there are, each server needs only two NIC ports; such
server-centric DCNs are referred to as dual-port.

Motivated by the need to limit the number of NIC ports on
servers (so that commodity servers might be used), Guo et al. in-
troduced and evaluated the dual-port DCNs HCN and BCN [8]. The
general construction is that the DCN HCN is a recursively-defined
family of networks, with the DCN BCN built using (copies of) the
DCN HCN by including an additional layer of interconnecting links.
After defining the DCNs HCN and BCN, Guo et al. developed a num-
ber of routing algorithms (including one-to-one, multipath, and
fault-tolerant algorithms) and evaluated HCN and BCN, primarily
in comparisonwith FiConn and according to a number of basicmet-
rics.

We pursue the analysis of the DCNs HCN and BCN in this paper.
In particular, we present significantly improved one-to-one rout-
ing algorithms in bothHCN and BCN, in that our routing algorithms
result in much shorter paths than those in [8] (our analysis is both
theoretical and empirical). We also present a much tighter anal-
ysis of HCN and BCN by observing that there is close relationship
between the DCN HCN and the interconnection networks known
asWK-recursive networks, which originated in [12] andwhich have
beenwell studied as general interconnection networks.We use ex-
isting theoretical results concerningWK-recursive networks to de-
velop our routing algorithms and prove the optimality of our new
routing algorithm for HCN (in terms of path length), as well as to
significantly aid the implementation of our routing algorithms in
both HCN and BCN. Not only do we develop routing algorithms
for HCN and BCN that are theoretical improvements over existing
routing algorithms butwe undertake an extensive empirical evalu-
ation of our algorithms, against existing ones, for DCNs of a range of
realistic sizes, under a range of traffic patterns and workloads, and
across a range ofmetrics. In particular,we considermetrics relating
to hop-length, throughput, and latency for the (‘static’) traffic pat-
terns all-to-one, bisection, butterfly, hot-region, many-all-to-all,
and uniform-random, and we also study the completion times of
(‘dynamic’) workloads relating to MapReduce, stencil and sweep,
and unstructured applications, where these workloads have data
associated with flows and might involve some causality between
flows.We also study how the connection rule used to build BCNout
of copies of HCN, of which there are currently two in the liter-
ature (though potentially many more), impacts upon the result-
ing DCN BCN, in terms of the above empirical analysis. Our sim-
ulations are undertaken with our own purpose-built flow-based
simulator INRFlow [13]. A novel aspect of our simulations is that
whereas the ‘static’ simulation of routing algorithms on the above
traffic patterns is the normwithin the server-centric research com-
munity, INRFlow allows us to simulate our routing algorithms on
the above ‘dynamic’ workloads (insofar as we are aware, this pa-
per contains the first such ‘dynamic’ simulations on server-centric
DCNs).

Our results are extremely encouraging, for we almost univer-
sally obtain improvements. Not only do we obtain theoretically-
improved algorithms but our empirical analysis suggests that
there are significant gains to be made by the practical deploy-
ment of our new routing algorithms in HCN and BCN. For exam-
ple, when compared with the routing algorithm BdimRouting for
BCN (from [8]), our primary new routing algorithm for BCN, namely
NewBdimRoutingγ , achieves hop-length savings for all DCNs stud-
ied and across all traffic patterns, averaging at around a 25% im-
provement.What is more, a practical version ofNewBdimRoutingγ ,
namelyNewBdimRouting1, wherewe curtail the inherent search for
shorter paths within NewBdimRoutingγ , is shown to give a perfor-
mance comparable with that of NewBdimRoutingγ . Our algorithm
NewBdimRouting1 also achieves a significant improvement in both
throughput and latency when compared with BdimRouting in the
different scenarios: as regards throughput, on average this im-
provement is by 36% and 55% for the two throughput metrics we
consider; and as regards latency, on average this improvement
is by 10%. Our algorithm NewBdimRouting1 also obtains improve-
ments for all the different ‘dynamic’ workloads mentioned above.

This paper is structured as follows. In the next section, after
detailing the essential concepts of server-centric DCNs, we give
precise definitions of the DCN HCN, and exhibit the link with WK-
recursive networks, and theDCNBCN. In Section 3,wedevelopnew
one-to-one routing algorithms for HCN, prove their optimality, and
explain how they can be very easily implemented. Our new one-
to-one routing algorithms for BCN are developed in Section 4. In
Section 5, we explain the framework for and reasoning behind our
experiments, and in Section 6, we supply and evaluate the results
we obtain. Our conclusions and directions for further research are
presented in Section 7. A preliminary version of this paper where
the analysis only considered HCN appeared as [14].

2. Server-centric datacenter networks

In this section we define the graph-theoretic abstractions that
we use to obtain our results on server-centric DCNs. A server-
centric DCN is built from commodity off-the-shelf (COTS) switches
and servers, interconnected by cable links. It is distinguished from
other types of datacenters in that very low capability is required
of the switches, which act as simple, non-blocking crossbars, and
any routing algorithms and network protocols are implemented
within the servers. Thus, we abstract a server-centric DCN as a
graph G = (S ∪W , E), where u ∈ S is a server-node, representing
a server, and w ∈ W is a switch-node, representing a switch,
and each link in E represents a physical link of the DCN. The only
requirement, imposed by the simplicity of the switches we are
modelling, is that no two switch-nodes are connected by a link;
as such, E ∩ (W × W ) = ∅. As we shall see, our DCNs come in
parameterized families. Henceforth, we use the term DCN to refer
to both a family member and the family itself.

A routing algorithm1 takes a pair of server-nodes, (src, dst), as
input and outputs a path, P , in G from src to dst . The path-length
of P is equal to the number of links P contains, and the hop-length
of P is equal to the number of hops it contains, where a hop is a
link joining two server-nodes or a path of path-length 2 from a
server-node to another server-node through a switch-node. Hop-
length is the primary distance-related performance metric used
in evaluations of server-centric DCNs (see, e.g., HCN and BCN [8],
DCell [4], FiConn [5], BCube [6], MDCube [7], and GQ∗ [9]), for the
reason that packets must travel up and down the protocol stack
of each intermediate server to reach the service that will route
them to the next server, rendering negligible the time spent at each
switch. We work with hop-length in this paper.

1 Strictly speaking, this is a unicast routing algorithm, but we do not discuss any
other sort in this paper.
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