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h i g h l i g h t s

• We propose and present composable datacenter, the next-generation foundation to build Cloud and provide Big Data in the Cloud.
• We explain the elements and technical details for composable datacenter.
• We have undertaken MemcacheD, Giraph, and Cassandra experiments on the composable datacenter and discuss each case.
• We demonstrate our work provides added value for the next-generation Big Data in the Cloud.
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a b s t r a c t

The rapid growth of cloud computing, both in terms of the spectrum and volume of cloud workloads,
necessitates re-visiting the traditional rack-mountable servers based datacenter design. Next generation
datacenters need to offer enhanced support for: (i) fast changing system configuration requirements
due to workload constraints, (ii) timely adoption of emerging hardware technologies, and (iii) maximal
sharing of systems and subsystems in order to lower costs. Disaggregated datacenters, constructed
as a collection of individual resources such as CPU, memory, disks etc., and composed into workload
execution units on demand, are an interesting new trend that can address the above challenges. In this
paper, we demonstrate the feasibility of composable systems through building a rack scale composable
system prototype using PCIe switches. Through empirical approaches, we develop an assessment of the
opportunities and challenges for leveraging the composable architecture for rack scale cloud datacenters
with a focus on big data and NoSQL workloads. In particular, we compare and contrast the programming
models that can be used to access the composable resources, and develop the implications for the network
and resource provisioning and management for rack scale architecture.

© 2016 Elsevier B.V. All rights reserved.

1. Introduction

Cloud computing is quickly becoming the fastest growing plat-
form for deploying enterprise, social, mobile, and big data analytic
workloads [1–3]. Recently, the need for increased agility and flexi-
bility has accelerated the introduction of software defined environ-
ments (which include software defined networking, storage, and
compute) where the control and management planes of these re-
sources are decoupled from the data planes so that they are no
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longer vertically integrated as in traditional compute, storage or
switch systems and can be deployed anywhere within a datacen-
ter [4].

The emerging datacenter scale computing, especially when de-
ploying big data applications with large volume (in petabytes or
exabytes), high velocity (less than hundreds of microsecond la-
tency), wide variety of modalities (structure, semi-structured, and
non-structured data) involving NoSQL, MapReduce, Spark/Hadoop
in a cloud environment are facing the following challenges: fast
changing system configuration requirements due to highly dy-
namic workload constraints, varying innovation cycles of system
hardware components, and the need for maximal sharing of sys-
tems and subsystems resources [5–7]. These challenges are further
elaborated below.
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Fig. 1. Traditional datacenter with servers and storage interconnected by
datacenter networks.

Systems in a cloud computing environment often have to be
configured differently in response to different workload require-
ments. A traditional datacenter, as shown in Fig. 1, includes servers
and storage interconnected by datacenter networks. Nodes in a
rack are interconnected by a top-of-rack (TOR) switch, correspond-
ing to the leaf switch in a spine–leaf model. TORs are then inter-
connected by the Spine switches. Each of the nodes in a rack may
have different CPU, memory, I/O and accelerator configurations.
Several configuration choices exist in supporting different work-
load resource requirements optimally in terms of performance and
costs. A typical server system configured with only CPU and mem-
ory while keeping the storage subsystem (which also includes the
storage controller and storage cache) remote is likely to be applica-
ble toworkloadswhich do not require large I/O bandwidth andwill
only need to use the storage occasionally. This configuration is usu-
ally inexpensive and versatile. However, its large variation in sus-
tainable bandwidth and latency for accessing data (through band-
width limited packet switches) make it unlikely to perform well
for most of the big data workloads when large I/O bandwidth or
small latency for accessing data becomes pertinent. Alternatively,
the server can be configured with large amount of local memory,
SSD, and storage. Repeating this configuration for a substantial por-
tion of the datacenter, however, is likely to become very expensive.
Furthermore, resource fragmentation arises for CPU, memory, or
I/O intensive big dataworkloads as theseworkloads often consume
one ormore dimensions of the resources in its entirety while other
dimensions remain underutilized (as shown in Fig. 2), where there
exists unused memory for CPU intensive workloads (Fig. 2(b)) or
unused CPU for memory intensive workloads (Fig. 2(c)). In sum-
mary, no single system configuration is likely to offer both per-
formance and cost advantages across a wide spectrum of big data
workload.

Traditional systems also impose identical lifecycles for every
hardware component inside the system. As a result, all of the
components within a system (whether it is a server, storage,
or switches) is replaced or upgraded at the same time. The
‘‘synchronous’’ nature of replacing the whole system at the
same time prevents earlier adoption of newer technology at the
component level, whether it is memory, SSD, GPU, or FPGA. The
average replacement cycle of CPUs is approximately 3–4 years,
HDDs and fans are around 5 years, battery backup (i.e. UPS), RAM,
and power supply are around 6 years. Other components in a
data center typically have a lifetime of 10 years. A traditional
systemwith CPU,memory, GPU, power supply, fan, RAM,HDD, SSD
likely has the same lifecycle for everything within the system as
replacing these components individually will be uneconomical.

System resources (memory, storage, and accelerators) in
traditional systems configured for high throughput or low latency
usually cannot be shared across the data center, as these resources
are only accessible within the ‘‘systems’’ where they are located.
Using the financial industry as an example, they are often required
to handle large number of Online Transaction Processing (OLTP)
during day time while conducting Online Analytical Processing
(OLAP) and business compliance related computation during
night time (often referred to as batch window) [8]. OLTP has
very stringent throughput, I/O, and resiliency requirements. In
contrast, OLAP and complianceworkloadsmay be computationally
and memory intensive. As a result, resource utilization could
be potentially low if systems are statically configured for
individual OLTP and OLAP workloads. Those resources (such
as storage) accessible remotely over datacenter networks allow
better utilization but the performance in terms of throughput and
latency are usually poor, due to a prolonged execution time and
constrained quality of service (QoS).

Disaggregated datacenter, constructed as a collection of in-
dividual resources such as CPU, memory, HDDs etc., and com-
posed into workload execution units on demand, is an interesting
new trend that satisfies several of the above requirements [9]. In
this paper, we demonstrate the feasibility of composable systems
through building a rack scale composable systemprototype using a
PCIe switch. Through empirical approaches, we develop an assess-
ment of the opportunities and challenges for leveraging the com-
posable architecture for rack scale cloud datacenters with a focus
on big data and NoSQL workloads. We compare and contrast the
programming models that can be used to access these compos-
able resources.We also develop the implications and requirements
for network and resource provisioning andmanagement. Based on
this qualitative assessment and early experimental results,we con-
clude that a composable rack scale architecture with appropriate
programmingmodels and resource provisioning is likely to achieve
improved datacenter operating efficiency. This architecture is par-
ticularly suitable for heterogeneous and fast evolvingworkload en-
vironments as these environments often have dynamic resource
requirements and can benefit from the improved elasticity of the
physical resource pooling offered by the composable rack scale ar-
chitecture.

The rest of the paper is organized as follows: Section 2 describes
the architecture of composable systems for a refactoreddatacenter.
Related work in this area is reviewed in Section 3. The software
stack for such composable systems is described in Section 4.
The network considerations for such composable systems are
described in Section 5. A rack scale composable prototype system
based on PCIe switch is described in Section 6. We describe the
rack scale composablememory in Section 7. Section 8 describes the
methodology for distributed resource scheduling. Empirical results
from various big data workloads on such systems are reported
and discussed in Section 9. Discussions of the implications are
summarized in Section 10.

2. Composable system architecture

Composable datacenter architecture, which refactors datacen-
ter into physical resource pools (in terms of compute, memory, I/O,
andnetworking), offers the potential advantage of enabling contin-
uous peak workload performance while minimizing resource frag-
mentation for fast evolving heterogeneousworkloads. Fig. 3 shows
rack scale composability, which leverages the fast progress of the
networking capabilities, software defined environments, and the
increasing demand for high utilization of computing resources in
order to achieve maximal efficiency.

On the networking front, the emerging trend is to utilize a high
throughput low latency network as the ‘‘backplane’’ of the system.
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