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For the hierarchical scheduling problem on identical machines to minimize the maximum
T-time of all machines under the condition that the total completion time of all jobs
is minimum, where the T-time of a machine is defined as the total completion time of
jobs scheduled on the machine, it is NP-hard if the number of the machines is fixed, and
strongly NP-hard otherwise. When the number of the machines is fixed, a forward dynamic
programming algorithm and a fully polynomial-time approximation scheme (FPTAS) have
been presented in a literature. In the literature, it is showed that the worst-case ratio of
the classical algorithm SPT is at most % and at least % In this paper, we give an improved
worst-case ratio, which is at most 2 and at least Z, of the algorithm. Another algorithm,
whose worst-case ratio is at most % and at least % is provided for the two-machine case.
On the other hand, we present a backward dynamic programming algorithm and an FPTAS
with the better time complexities.
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1. Introduction and the maximum flowtime

There are n jobs Jq, J2,..., Jn, With processing times
P1,P2,...,Pn, to be processed on m identical machines
M1, M», ..., M without preemption. A feasible schedule is
a schedule that non-preemptively process the jobs on the
machines. Let 0 = (71,2, ..., Tyw) be a schedule of the
problem, 7; is the sequence of jobs in machine M; (1 <
i <m). Denote by C;(rr;) the completion time of job J;
on machine M;. Then the flowtime of machine M; is
> jex; Cj(mi). From this, two objective functions consid-
ered in this paper are the total flowtime

Y Citoy= Y > ¢im)

(D Cj(@)max := max 3 C;(mi).

= jemi

The makespan of o is Cmax(0) = MaXi<i<m, jer; Cj(Ti).

In the paper, we focus on the hierarchical scheduling
problem on m identical machines to minimize the max-
imum flowtime under the condition that the total flow-
time is minimum, denoted by Pm||Lex(}"Cj, (3" Cj)max)
(called as problem P for short) following the three-field
notation of [5]. When m is a part of input, the problem
is denoted by P|[Lex(}_Cj, (3" Cj)max) (called as problem
P’ for short). [1] showed that the problem Pm||(}" C;)max

1<i<m jem;
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is NP-hard and the worst-case ratio of algorithm SPT for
the problem is at most 3 — % + #, and so at most 3
for P|[(3" Cj)max. [6] proved that P[|(}_ Cj)max is strongly
NP-hard and the worst-case ratio of algorithm SPT for the
problem is at most 2.608. [7] presented the following re-

sults for problem P and problem P’.
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(1) Problem P is NP-hard and Problem P’ is strongly NP-
hard.

(2) The worst-case ratio of algorithm SPT for problem
P’ is at most & and at least 3.

(3) The worst-case ratio of algorithm RSPT for problem
P’ is at most % and at least %.

(4) An O(m!-n™*1. p2™)_time forward dynamic pro-
gramming algorithm and an FPTAS with O(m! . n™t1 .
(M)zm) time for problem P, where Ps = Z'}Z] pj.

In the present paper, we improved the worst-case ratio of
algorithm SPT for problem P’ such that its upper bound
and lower bound are % and %, respectively. For m =2, we
present a better algorithm called Algorithm7DLPT and de-

duce that its worst-case ratio is at most  and at least

%. Moreover, we present an O (m!-n™+!. P™)-time back-
ward dynamic programming algorithm and an FPTAS with

2m

O(”“'”eim“) time for problem P.

The paper is organized as follows. An improved worst-
case ratio of Algorithm SPT is discussed in Section 2. In
Section 3, we present a backward dynamic programming
algorithm and an FPTAS for problem P. In Section 4, an-
other algorithm, called Algorithm DLPT, is provided for
m = 2. We deduce that the worst-case ratio of Algo-
rithm DLPT is at most % and at least ;—g

2. Algorithm SPT

Recall that we have n jobs and m machines. We may
assume that n = km for some positive integer k (otherwise
we may add some dummy jobs with processing time 0 and
the dummy jobs are scheduled first on the machines with-
out affecting the two objectives in any schedule). With-
out loss of generality, we assume that p; > p; > --- > p;.
We partition job set 7 = {]J1, J2,..., Jn} into k ranks,
where R; = {J(j-vym+1, J(j-v)m+25--+» J(j—Dm+m} iS the
j-thrank, j=1,...,k.

Let mw be the schedule obtained from schedule o by
interchanging the positions of two jobs with the same pro-
cessing times. Then v is essentially the same as o. So we
regard the schedules up to the permutations among the
jobs of the same processing times as the same schedules
throughout the paper. Suppose that the optimal value of
P||Y_Cjis T*. Then P||Lex(3_Cj, (3 Cj)max) & P> C; <
T*‘(Z Cj)max-

Definition 2.1. A schedule o is called Quasi-SPT (Q-SPT for
short) if o satisfies the following three conditions.

e Each machine receives exactly one job from Rj, j=
1,....k

e Jobs on each machine are scheduled in the non-
decreasing order of processing time.

e There is no idle time.

Lemma 2.2. (|2]) A schedule o is Q-SPT if and only if o is an
optimal schedule of problem P|| Y Cj.

Lemma 2.2 implies that solving the problem P|} C; <
T*|(3_Cj)max equivalents to finding a Q-SPT optimal

schedule of P||(}" Cj)max. Hence we confine our attention
on Q-SPT schedules in the following.

Let 7@ be the current job set of jobs assigned to M;
and TM; be the sum of processing times of jobs assigned
to M; at present, i.e, TMi=3_c 70 Pj-

Algorithm SPT.

Step 0: Let TM;:=0, 7©:=¢, i=1,...,mand j:=n.

Step 1: Let TM;, = minj<j<m{TM;} (if a tie, then the min-
imum i first and M;, is different from the last ma-
chine that is chosen to schedule job). Let (0 .=
JU (J{Jj} and TM;, := TMj, + p;j and schedule job
Jj at the end of current schedule on Mj,.

Step 2: If j > 1, then let j:= j— 1 and go back to Step 1.
Otherwise stop.

Lemma 2.3. The schedule derived by Algorithm SPT is a Q-SPT
schedule.

Proof. Obviously, the m jobs Jn, Jn—1,.-., Jo—m+1, ie,
Jim, Jim=15 -+ J&=tyms1 (for n =km) in Ry are sched-
uled first on M1, M», ..., My, respectively, by Algorithm
SPT. Then by Algorithm SPT, we have

Claim 1. Job Jj,,_; in Ry is scheduled on M1 for 1 <l <k and
O<i<m-1.

Proof of Claim 1. Algorithm SPT shows that the jobs in
Rk, Rk-1,...,Rq1 are scheduled one by one. We prove
Claim 1 by induction on the number [ of ranks in R;. The
basic case, [ =k, is obvious. Assuming that Claim 1 holds
for 2 <l <k —1, we will show that it also holds for | =1.

According to the assumption that Claim 1 holds for 2 <
I<k—1, we have TM1 < TM; <... < TMp, just before
the jobs in R; are scheduled, by p; > p2 > --- > p,. From
Algorithm SPT, we have jobs Jm, Jm-1,..., J1 in Rq are
scheduled one by one. So job J,; in R is scheduled on M1
by Algorithm SPT. Further, at present TM1 + pm = Pkm +
Pk-1ym + ...+ Pm = Pkm + Pk—1)m+1 + .. + Pm4+1 = Pkm +
TMy > TMy > TMp—1 > ... > TM;. Hence, next job Jp_1
in R4 is scheduled on M, by Algorithm SPT. Similarly, we
may prove that J,m_2, Jm—3,..., J1 in Ry are scheduled on
M3, My, ..., Mp, respectively. Therefore Claim 1 also holds
for [=1.

By Claim 1 and Algorithm SPT, the schedule derived by
Algorithm SPT is a Q-SPT schedule. O

So the schedule derived by Algorithm SPT is a feasi-
ble schedule for problem P|) C; < T*|(3_Cj)max- By a
more elaborate analysis on the upper bound of the worst-
case ratio of Algorithm SPT of [7], we receive better upper
bound and lower bound.

Theorem 2.4. The worst-case ratio of Algorithm SPT for the
problem P| 3" Cj < T*|(3_ Cj)max is at most 2 and at least 5.

Proof. Without loss of generality, we may suppose that
k > 4 by adding some dummy jobs with processing time
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