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Highlights 

 Firstly, the effective dimensionality reduction of similarity calculation 

amount of the algorithm is realized based on the clustering center, and 

the original large-scale document samples are replaced with a relatively 

small number of clustering sample centers to realize improvement of the 

KNN query process.  

 Secondly, MapReduce parallel framework is used to meet real-time de-

mand of large-scale text classification and calculation combined with fea-

tures of text classification, and to effectively overcome slow speed of the 

KNN query process and ensure accuracy of text classification as higher 

as possible.  

 Finally, the classification speed of proposed algorithm can be effectively 

improved under the premise of ensuring sufficient accuracy through 

comparison in experiment of text classification accuracy and algorithmic 

efficiency with the similar single-threaded algorithm. 
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