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Abstract

Coupled-cluster methods provide highly accurate models of molecular structure through explicit
numerical calculation of tensors representing the correlation between electrons. These calcula-
tions are dominated by a sequence of tensor contractions, motivating the development of numerical
libraries for such operations. While based on matrix-matrix multiplication, these libraries are spe-
cialized to exploit symmetries in the molecular structure and in electronic interactions, and thus
reduce the size of the tensor representation and the complexity of contractions. The resulting algo-
rithms are irregular and their parallelization has been previously achieved via the use of dynamic
scheduling or specialized data decompositions. We introduce our efforts to extend the Libtensor
framework to work in the distributed memory environment in a scalable and energy-efficient man-
ner. We achieve up to 240× speedup compared with the optimized shared memory implementation
of Libtensor. We attain scalability to hundreds of thousands of compute cores on three distributed-
memory architectures, (Cray XC30 and XC40, and IBM Blue Gene/Q), and on a heterogeneous
GPU-CPU system (Cray XK7). As the bottlenecks shift from being compute-bound DGEMM’s
to communication-bound collectives as the size of the molecular system scales, we adopt two radi-
cally different parallelization approaches for handling load-imbalance, tasking and bulk synchronous
models. Nevertheless, we preserve a unified interface to both programming models to maintain the
productivity of computational quantum chemists.
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1. Introduction

Tensor contraction routines are important kernels for quantum chemistry computation. The
tuning of these kernels is notoriously complex because of inherent computational characteristics
such as load imbalance, complex locality, memory requirements, etc. Multiple frameworks provide
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