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Polynomial Fixed-Parameter Algorithms:

A Case Study for Longest Path on Interval Graphs∗ †

Archontia C. Giannopoulou‡ § George B. Mertzios¶ Rolf Niedermeier‖

Abstract

We study the design of fixed-parameter algorithms for problems already known to be solvable in
polynomial time. The main motivation is to get more efficient algorithms for problems with unattractive
polynomial running times. Here, we focus on a fundamental graph problem: Longest Path, that is,
given an undirected graph, find a maximum-length path in G. Longest Path is NP-hard in general
but known to be solvable in O(n4) time on n-vertex interval graphs. We show how to solve Longest
Path on Interval Graphs, parameterized by vertex deletion number k to proper interval graphs, in
O(k9n) time. Notably, Longest Path is trivially solvable in linear time on proper interval graphs, and
the parameter value k can be approximated up to a factor of 4 in linear time. From a more general
perspective, we believe that using parameterized complexity analysis may enable a refined understanding
of efficiency aspects for polynomial-time solvable problems similarly to what classical parameterized
complexity analysis does for NP-hard problems.

Keywords: polynomial-time algorithm, longest path problem, interval graphs, proper interval vertex
deletion set, data reduction, fixed-parameter algorithm.

1 Introduction

Parameterized complexity analysis [20, 22, 24, 43] is a flourishing field dealing with the exact solvability
of NP-hard problems. The key idea is to lift classical complexity analysis, rooted in the P versus NP
phenomenon, from a one-dimensional to a two- (or even multi-)dimensional perspective, the key concept
being “fixed-parameter tractability (FPT)”. But why should this natural and successful approach be limited
to intractable (i.e., NP-hard) problems? We are convinced that appropriately parameterizing polynomially
solvable problems sheds new light on what makes a problem far from being solvable in linear time, in the
same way as classical FPT algorithms help in illuminating what makes an NP-hard problem far from being
solvable in polynomial time. In a nutshell, the credo and leitmotif of this paper is that “FPT inside P” is a
very interesting, but still too little explored, line of research.

The known results fitting under this leitmotif are somewhat scattered around in the literature and do
not systematically refer to or exploit the toolbox of parameterized algorithm design. This should change
and “FPT inside P” should be placed on a much wider footing, using parameterized algorithm design
techniques such as data reduction and kernelization. As a simple illustrative example, consider theMaximum
Matching problem. By following a “Buss-like” kernelization (as is standard knowledge in parameterized
algorithmics [22, 43]) and then applying a known polynomial-time matching algorithm, it is not difficult to
derive an efficient algorithm that, given a graph G with n vertices, computes a matching of size at least k in
O(kn+ k3) time. For the sake of completeness we present the details of this algorithm in Section 5.

More formally, and somewhat more generally, we propose the following scenario. Given a problem with
instance size n for which there exists an O(nc)-time algorithm, our aim is to identify appropriate parameters
k and to derive algorithms with time complexity f(k) · nc′ such that c′ < c, where f(k) depends only on k.
First we refine the class FPT by defining, for every polynomially-bounded function p(n), the class FPT(p(n))
containing the problems solvable in f(k) · p(n) time, where f(k) is an arbitrary (possibly exponential) func-
tion of k. It is important to note that, in strong contrast to FPT algorithms for NP-hard problems, here
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