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In this article we suggest a new systematic approach to studying algorithms on algebraic 
structures via primitive recursion. The approach is designed to fill the gap between abstract 
computable structure theory and feasible (in the sense of polynomial-time, computational 
or automatic) algebra.
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1. Introduction

In the early 1960’s, Mal’cev [33] and Rabin [41] independently gave a general definition of an algorithmically presented 
algebraic structure.

Definition 1.1 (Mal’cev, Rabin). A structure with domain ω (natural numbers) is computable if its operations and relations are 
uniformly Turing computable.

If a countably infinite A is isomorphic to a computable B, then we say that B is a computable presentation, a com-
putable copy, or a constructivization of A. The notion of a computably presented structure united and extended the earlier 
definitions of an explicitly presented field [49] and of a “recursively presented” group with a solvable word problem [25].

Much work has been done on computable groups [27,20,10], fields [14,37,36], Boolean algebras [42,19], linear orders [11], 
computable aspects of model theory [23,35,2,31] and the degree-theoretic properties of algebraic structures [45,50,15]. 
Investigations of this sort form a field known under the names of computable structure theory and effective algebra, see 
books [3,13] and surveys [21]. From a purely technical point of view computable structure theory is more closely related to 
definability by infinitary formulae [3], HF-definability [14], degree theory [47] and reverse mathematics [44], rather than 
to any actual computational applications. Nonetheless, computable structures in some natural algebraic classes tend to have 
computationally “feasible” presentations. We still do not have a satisfactory formal explanation of this phenomenon. Thus 
we have the following non-trivial question:

When does a computable algebraic structure have a feasible presentation?
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What does it mean for an infinite algebraic structure to have a feasible presentation? Different branches of effective 
mathematics suggest different rigorous answers to this question. For example, we could restrict ourselves to algebraic struc-
tures that are presented by finite automata [28–30]. Automatic structures have a number of nice properties, including quick 
computational characteristics and decidability of their first-order theories (and even beyond), but automatic structures tend 
to be rare. For example, a countably infinite Boolean algebra is finite-automatic iff it is isomorphic to the interval-algebra 
of the ordinal ω · n, see [30]. Although having a finite-automatic presentation of a structure is highly desirable, it is usu-
ally quite difficult to see whether a non-trivial algebraic structure has such a presentation. For instance, using deep results 
borrowed from additive combinatorics [16], Tsankov [48] has showed that the group of the rationals (Q, +) cannot be 
represented by a finite automaton. The result of Tsankov settled a long-standing conjecture of Khoussainov and Nerode 
(see e.g. [29]). Despite these difficulties, there have been a number of deep works on finite automatic structures [28,30], 
especially on finite-automatic groups [12,39,4,38].

Cenzer, Remmel, Downey and their co-authors developed a more relaxed and general approach, see survey [7]. More 
specifically, a computable presentation is feasible, or polynomial time, if the operations and relations of the structure are 
polynomial time computable in the length of input. Clearly this definition depends on how we represent the domain ω but 
we shall not discuss these subtleties here (see [7]). There is a relatively large body of research on polynomial time algebra 
(e.g., [7,8,6,22]), and some of these results relate computable structure theory with feasible algebra. Nonetheless, there is 
still a significant gap between these two topics, and deep results relating computable structure theory and polynomial time 
algebra are rare. In this paper we suggest a systematic approach designed to fill this gap.

1.1. From computable to feasible

When considering computable structures we allow algorithms to be extremely inefficient. For example, we may use an 
unbounded search through ω as long as we can prove that it will halt. More formally, our algorithms do not even have 
to be primitive recursive. Nonetheless, in several common algebraic classes we can show that every computable structure 
has a polynomial-time computable copy. These classes include linear orders [22], broad subclasses of Boolean algebras [5], 
some commutative groups [8,6], and other structures [7]. Interestingly, many known proofs of this sort (e.g., [7,8,6,22]) are 
essentially focused on making the operations and relations on the structure primitive recursive, and then observing that we 
get a polynomial-time presentation almost for free. It appears that primitive recursion plays a rather important intermediate 
role in such proofs. This thesis is also supported by a number of negative results in the literature. Indeed, to illustrate that a 
structure has no polynomial time computable copy, it is sometimes easiest to argue that it does not even have a copy with 
primitive recursive operations, see e.g. [8]. For this technical reason Cenzer and Remmel [7] came up with the following 
general definition.

Definition 1.2. An algebraic structure is primitive recursive if its domain is a primitive recursive subset of ω and the opera-
tions and relations of the structure are (uniformly) primitive recursive.

Our initial thought was that primitive recursive structures would be an excellent candidate for an intermediate class 
between computable structures and feasible structures. However, we very soon realized that the above definition is a bit 
too relaxed. In a primitive recursive structure, we may see new elements appearing in the structure extremely slowly; the 
principal function of the domain might not be primitive recursively bounded. This feature can be exploited to show that 
most computable structures have primitive recursive copies. For example, as observed by Alaev (personal communication), 
every computable structure whose finitely generated substructures are finite has a primitive recursive copy. Indeed, we can 
simply keep elements of ω out of the domain until we wait for a larger finite substructure to be revealed in the computable 
copy. In particular, any computable relational structure in a finite language admits a primitive recursive copy.1 This fact 
strongly suggests that primitive recursive structures are not “truly” primitive recursive, i.e. they seem too close to (general) 
computable structures to be a good intermediate notion.

We suggest that a truly “non-delayable” computable presentation must minimally satisfy the following definition:

Definition 1.3. A countable structure is fully primitive recursive (fpr) if its domain is ω and the operations and predicates 
of the structure are (uniformly) primitive recursive. We also fix the convention that all finite structures are fully primitive 
recursive by allowing the domain to be a finite initial segment of ω.

The reader should note that the situation here is quite different from computable structures where the domain can 
typically be assumed an arbitrary computable subset of ω. Indeed, a fully primitive recursive structure must reveal itself 
without any unbounded delay. One of our main results (Theorem 3.2, to be stated) combined with the observation of 
Alaev discussed above imply:

Fact 1.4. There exist primitive recursive structures that have no fully primitive recursive presentation.

1 As noted by the anonymous referee, this observation was known to Remmel and Nerode long before Alaev.
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