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Two distinct research approaches have been proposed for assigning extensional semantics 
to higher-order logic programming. The former approach [11] uses classical domain-
theoretic tools while the latter [1] builds on a fixed-point construction defined on 
a syntactic instantiation of the source program. The relationships between these two 
approaches had not been investigated until now. In this paper we demonstrate that for 
a very broad class of programs, namely the class of definitional programs introduced by 
W.W. Wadge, the two approaches coincide with respect to ground atoms that involve 
symbols of the program. On the other hand, we argue that if existential higher-order 
variables are allowed to appear in the bodies of program rules, the two approaches are 
in general different. The results of the paper contribute to a better understanding of the 
semantics of higher-order logic programming.

© 2017 Elsevier B.V. All rights reserved.

1. Introduction

Extensional higher-order logic programming has been proposed [11,1,2,7,5,4] as a promising generalization of classical 
logic programming. The key idea behind this paradigm is that the predicates defined in a program essentially denote sets 
and therefore one can use standard extensional set theory in order to understand their meaning and reason about them. 
The main difference between the extensional and the more traditional intensional approaches to higher-order logic pro-
gramming [9,6] is that the latter approaches have a much richer syntax and expressive capabilities but a non-extensional 
semantics.

Actually, despite the fact that only very few articles have been written regarding extensionality in higher-order logic pro-
gramming, two main semantic approaches can be identified. The work described in [11,7,5,4] uses classical domain-theoretic 
tools in order to capture the meaning of higher-order logic programs. On the other hand, the work presented in [1,2] builds 
on a fixed-point construction defined on a syntactic instantiation of the source program in order to achieve an extensional 
semantics. Until now, the relationships between the above two approaches had not been investigated.
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In this paper we demonstrate that for a very broad class of programs, namely the class of definitional programs introduced 
by W.W. Wadge [11], the two approaches coincide with respect to ground atoms that involve symbols of the program. 
Intuitively, this means that for any given definitional program, the sets of true ground atoms of the program are identical 
under the two different semantic approaches. This result is interesting since it suggests that definitional programs are of 
fundamental importance for the further study of extensional higher-order logic programming. On the other hand, we argue 
that if we try to slightly extend the source language so as to allow existential higher-order variables in the bodies of 
program rules, the two approaches give different results in general; even in this extended case however, we demonstrate 
that under an additional assumption, the two approaches can still be shown to coincide. Overall, the results of the paper 
contribute to a better understanding of the semantics of higher-order logic programming and pave the road for designing a 
realistic extensional higher-order logic programming language.

The rest of the paper is organized as follows. Section 2 briefly introduces extensional higher-order logic programming 
and presents in an intuitive way the two existing approaches for assigning meaning to programs of this paradigm. Section 3
contains background material, namely the syntax of definitional programs and the formal details behind the two afore-
mentioned semantic approaches. Section 4 demonstrates the equivalence of the two semantics for definitional programs. 
Section 5 investigates the case of non-definitional programs and Section 6 concludes the paper with pointers to future 
work.

2. Intuitive overview of the two extensional approaches

In this section we introduce extensional higher-order logic programming and present the two existing approaches for 
assigning meaning to programs of this paradigm. Since these two proposals were initially introduced by W.W. Wadge and 
M. Bezem respectively, we will refer to them as Wadge’s semantics and Bezem’s semantics respectively. The key idea behind 
both approaches is that in order to achieve an extensional semantics, one has to consider a fragment of higher-order logic 
programming that has a restricted syntax.

2.1. Extensional higher-order logic programming

Higher-order logic programming is an extension of classical logic programming which (roughly speaking) allows pred-
icates to be passed as parameters of other predicates. The existing proposals for higher-order logic programming can be 
placed in two main categories, namely the intensional and the extensional ones. In the former category, the two most promi-
nent languages are λProlog [9] and HiLog [6]. The latter category is much less developed: currently there exist two main 
proposals for extensional higher-order logic programming, namely [11] and [1,2], and only an experimental language, called 
HOPES,1 has been built [5].

In an extensional language, two predicates that succeed for the same instances are considered equal. On the other 
hand, in an intensional language it is possible that predicates that are equal as sets will not be treated as equal. In other 
words, a predicate in an intensional language is more than just the set of arguments for which it is true. For example, in 
Hilog, two predicates are not considered equal unless their names are the same. The distinction between extensionality and 
intensionality has been widely discussed in the literature (see for example the detailed presentation in [6] and in [5]). In 
the rest of the paper we focus exclusively on the extensional approach.

The extensional approach is motivated by the following example:

Example 1. Consider a program that consists only of the following rule2:

p(Q):-Q(0),Q(1).

In an extensional language, predicate p above can be understood in purely set-theoretic terms: p is the set of all those sets 
that contain both 0 and 1.

It should be noted that the above program is also a syntactically acceptable program of the existing intensional logic 
programming languages. The difference is that in an extensional language the above program has a set-theoretic seman-
tics. �

As we are going to see shortly, extensional higher-order logic programming sacrifices some of the rich syntax of inten-
sional higher-order logic programming in order to achieve semantic clarity.

1 Available from https://www.github.com/acharal/hopes.
2 For simplicity reasons, the syntax that we use in our example programs is Prolog-like. The syntax that we adopt in the next section is slightly different 

and more convenient for the theoretical developments that follow.
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