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A 1-prefix normal word is a binary word with the property that no factor has more 1s 
than the prefix of the same length; a 0-prefix normal word is defined analogously. These 
words arise in the context of indexed binary jumbled pattern matching, where the aim is 
to decide whether a word has a factor with a given number of 1s and 0s (a given Parikh 
vector). Each binary word has an associated set of Parikh vectors of the factors of the word. 
Using prefix normal words, we provide a characterization of the equivalence class of binary 
words having the same set of Parikh vectors of their factors.
We prove that the language of prefix normal words is not context-free and is strictly 
contained in the language of pre-necklaces, which are prefixes of powers of Lyndon words. 
We give enumeration results on pnw(n), the number of prefix normal words of length n, 
showing that, for sufficiently large n,

2n−4
√

n lg n ≤ pnw(n) ≤ 2n−lg n+1.

For fixed density (number of 1s), we show that the ordinary generating function of the 
number of prefix normal words of length n and density d is a rational function. Finally, we 
give experimental results on pnw(n), discuss further properties, and state open problems.

© 2016 Elsevier B.V. All rights reserved.

1. Introduction

A binary word is called 1-prefix normal if no factor (substring) has more 1s than the prefix of the same length. For 
example, 11010 is 1-prefix normal, but 10110 is not. Similarly, a binary word is called 0-prefix normal if no factor has 
more 0s than the prefix of the same length. When not further specified, by prefix normal we mean 1-prefix normal. In [10], 
we gave an algorithm for generating all prefix normal words of fixed length n. As we will see later, to each binary word, 
a 1-prefix normal word and a 0-prefix normal word can be associated in a unique way, which we will call its prefix normal 
forms.

✩ Preliminary versions of parts of this article have appeared in [21,10,9].
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The Parikh vector of a binary word u is the pair (x, y), where x is the number of 1s in u, and y is the number of 0s in u. 
The set of Parikh vectors of factors of a word w is called the Parikh set of w . For binary words, the problem of deciding 
whether a particular pair (x, y) lies in the Parikh set of a word w is known as Binary Jumbled Pattern Matching (BJPM). 
There has been much interest recently in the indexed version of this problem (IBJPM), where an index for the Parikh set is 
created in a preprocessing step, which can then be used to answer queries fast. The Parikh set can be represented in linear 
space due to the following interval property of binary strings: If w has k-length substrings with x1 resp. x2 occurrences of 1, 
where x1 < x2, then it also has a k-length substring with y occurrences of 1, for every x1 ≤ y ≤ x2. Thus the Parikh set 
can be represented by storing, for every 1 ≤ k ≤ |w|, the minimum and maximum number of 1s in a substring of length k. 
Much recent research has focused on how to compute these numbers efficiently [14,29,30,16,2,23,22]. The problem has 
also been extended to graphs and trees [22,15], to the streaming model [27], and to approximate indexes [16]. There is 
also interest in the non-binary variant [20,17,11,14,7,8,26], as well as in reconstruction from the Parikh multi-set of a 
string [1]. Applications in computational biology include SNP discovery, alignment, gene clusters, pattern discovery, and 
mass spectrometry data interpretation [4,3,5,19,33].

The current best construction algorithm for the linear size index for IBJPM runs in O (n1.864) time [13], for a word of 
length n. As we will see later, computing the prefix normal forms of a word w is equivalent to creating an index for the 
Parikh set of w . Currently, we know no faster computation algorithms for the prefix normal forms than already exist for the 
linear-size index. However, should better algorithms be discovered, these would immediately carry over to the problem of 
IBJPM.

It is worthwhile noting that some relevant sequences have made it into the On-Line Encyclopedia of Integer Sequences 
(OEIS [35]): A194850 is the number of prefix normal words of length n, A238109 is a list of prefix normal words (over the 
alphabet {1, 2}), and A238110 is the maximum size of a class of binary words of length n having the same prefix normal 
form.

The paper is organized as follows: Section 2 contains basic definitions and results about prefix normal words; in particu-
lar that there are unique 0-prefix normal and 1-prefix normal words associated with every word, and thus the set of words 
can be partitioned according to this association. In Section 3 we consider the set of prefix normal words, giving several 
properties and characterizations and showing that their language is not context free. One of these properties is then used 
in Section 4, which is concerned with counting the number of prefix normal words of a given length. Finally, the paper 
concludes with some open problems in Section 5.

2. Basics

A binary word (or string) w = w1 · · · wn over � = {0, 1} is a finite sequence of elements wi ∈ �, for i = 1, . . . , n. Its length 
n is denoted by |w|. We denote by �n the set of words over � of length n, by �∗ = ∪n≥0�

n the set of finite words over �, 
and the empty word by ε. Let w ∈ �∗ . If w = uv for some u, v ∈ �∗ , we say that u is a prefix of w and v is a suffix of w . 
A factor or substring of w is a prefix of a suffix of w . We denote the set of factors of w by Fact(w). Let w = w1 · · · wn ∈ �∗ , 
then the word w̃ = wn wn−1 · · · w1 is called the reversal of w . A word w s.t. w = w̃ is called a palindrome. A binary language
is any subset L of �∗ .

We denote by |w|1 the number of 1s in the word w; similarly, |w|0 is the number of 0s in w . The Parikh vector of a 
word w over � is defined as p(w) = (|w|0, |w|1). The Parikh set of w is �(w) = {p(v) | v ∈ Fact(w)}, the set of Parikh 
vectors of the factors of w . For example p(011) = p(101) = (1, 2) and �(011) = {(0, 0), (0, 1), (0, 2), (1, 0), (1, 1), (1, 2)} =
�(101) ∪ {(0, 2)}.

Given a binary word w , we denote by P1(w, i) the number of 1s in the prefix of length i and by pos1(w, i) the position 
of the ith 1 in the word w , i.e. P1(w, i) = |w1 · · · wi |1 and pos1(w, i) = min{k : |w1 · · · wk|1 = i}. The functions P0 and pos0
are defined similarly. Note that in the context of succint indexing, these functions are frequently called rank and select, 
cf. [32]: We have, for x = 0, 1, P x(w, i) = rankx(w, i) and posx(w, i) = selectx(w, i).

2.1. Prefix normal words

Definition 1 (Maximum-ones and maximum-zeros functions). Let w ∈ �∗ . We define, for each 0 ≤ k ≤ |w|:

F1(w,k) = max{|v|1 | v ∈ Fact(w) ∩ �k},
the maximum number of 1s in a factor of w of length k. When no confusion can arise, we also write F1(k) for F1(w, k). 
The function F0(w, k) is defined analogously by taking 0 in place of 1.

For a word w , we denote by F1(w) the function k �→ F1(w, k) (and similarly with other functions taking arguments w
and k).

Example 1. Take w = 1010011011000111001011. In Table 1, we give the values of F1 and F0 for w .
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