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The suffix array is frequently augmented with the longest-common-prefix (LCP) array that 
stores the lengths of the longest common prefixes between lexicographically adjacent 
suffixes of a text. While the sum of the values in the LCP array can be �(n2) for a text 
of length n, the sum of so-called irreducible LCP values was shown to be O(n lgn) a few 
years ago. In this paper, we improve the bound to O(n lg r), where r ≤ n is the number 
of runs in the Burrows–Wheeler transform of the text. We also show that our bound is 
tight up to lower order terms (unlike the previous bound). Our results and the techniques 
used in proving them provide new insights into the combinatorics of text indexing and 
compression, and have immediate applications to LCP array construction algorithms.

© 2015 Elsevier B.V. All rights reserved.

1. Introduction

The suffix array [11,5], a lexicographically sorted array of the suffixes of a text, is the most important data structure in 
modern string processing. Modern text books spend dozens of pages in describing applications of suffix arrays, see e.g. [15]. 
In many of those applications, the suffix array needs to be augmented with the longest-common-prefix (LCP) array, which 
stores the lengths of the longest common prefixes between lexicographically adjacent suffixes (see for instance [1,15]).

A closely related array is the Burrows–Wheeler transform (BWT) [2], which stores the characters preceding each suffix 
in the lexicographical order of the suffixes. The BWT was designed for text compression and is at the heart of many 
compressed text indexes [14]. If a text is highly repetitive (and thus highly compressible), its BWT tends to contain long 
runs of the same character. For example, for any string x and positive integer k, x and xk have the same number of BWT 
runs [10]. Thus the number of BWT runs is a rough measure of the (in)compressibility of the text.

An entry LCP[i] in the LCP array is called reducible if BWT[i] = BWT[i − 1], and irreducible otherwise [8]. This distinction 
between two types of LCP entries is important because of three key properties. First, given all the irreducible LCP values, the 
reducible LCP values are easy to compute in linear time. This property has been utilized in several LCP array construction 
algorithms [13,8,19,4,16,7,18]. Second, the number of irreducible values is one less than the number of BWT runs and thus 
small for repetitive texts. This means that many of the above mentioned algorithms run faster and/or use less space for 
repetitive texts. There is also a compressed representation of the LCP array based on this property [19].

✩ A preliminary version of this paper appeared in Proceedings of the 26th Annual Symposium on Combinatorial Pattern Matching (CPM), 2015.
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The third key property, an upper bound on the sum of the irreducible LCP values, is the topic of this paper. Kärkkäinen 
et al. [8] showed that the sum is O(n lg n) for1 all texts of length n. This is in contrast to the sum of all LCP values, which 
is O(n lg n) for random (non-repetitive) texts but rises to �(n2) for repetitive texts. For example, if x is a string without 
long repetitions, the LCP array of x2 contains about n/4 values larger or equal to n/4 but only one of those values is 
irreducible. There may still be �(n) irreducible values but their sum is only O(n lg n). Because of this property, computing 
the irreducible LCP values using brute force comparisons needs just O(n lg n) time, which is utilized in many LCP array 
construction algorithms [8,19,7,18].

In this paper, we improve the upper bound to n lg r + O(n), where r is the number of BWT runs. This increases the 
contrast between the sum of irreducible LCP values and the sum of all LCP values as the former actually decreases as the 
text gets more repetitive. The new bound immediately improves the time or work complexity bounds for the algorithms 
in [8,19,18] by a factor �(logr n).

Furthermore, we show the tightness of the bound by constructing an infinite family of strings with the irreducible LCP 
sum of n lg r − O(n). More precisely, we show that for any positive integers j and k there exists a text of length n = j · 2k

with r = 2k − o(2k) runs such that the sum of irreducible values is n lg r − O(n). These bounds are an improvement even 
in the case of r ≈ n since the gap between the bounds is reduced to a lower order term while the previous bounds in [8], 
2n lg n and 1

2 n lg n, were separated by a factor of four.
Our proofs are derived in a more general setting where the text can be a multiset of strings instead of a single string, 

closely related to the extended BWT introduced in [12]. Under this setting, the inverse Burrows–Wheeler transform is a 
total function which leads to cleaner combinatorics. In particular, we obtain upper and lower bounds for the irreducible LCP 
sum that match exactly; the small gap between the bounds mentioned above arises only when restricting the text to be a 
single string.

The paper is organized as follows. After introducing basic concepts and notation is Section 2, we define the generalized 
forms of the main data structures, the suffix array, the LCP array and the BWT in Section 3. In Section 4, we show how the 
irreducible sum can be computed using the reverse suffix tree, and based on this, we derive the upper bounds in Sections 5
and 6. Finally, in Sections 7 and 8, we construct the string family that proves the lower bound. For both upper and lower 
bounds, we first obtain a bound as a function of n (Sections 5 and 7) and then refine the analysis to obtain a bound as a 
function of both n and r (Sections 6 and 8).

2. Preliminaries

By A we denote a finite ordered set, called the alphabet. Elements of the alphabet are called letters. A finite word over A
is a finite sequence of letters w = a0a1 . . .an−1. The length of a word w is defined as the number of its letters and denoted 
by |w|. An empty sequence of letters, called the empty word, is denoted by ε. The set of all finite words over A is denoted 
by A∗ and the set of all non-empty words over A by A+ =A∗ \ {ε}.

For two words x = a0a1 . . .am−1 and y = b0b1 . . .bn−1, their concatenation is xy = x · y = a0a1 . . .am−1b0b1 . . .bn−1. For a 
word w and an integer k ≥ 1, we use wk to denote the concatenation of k copies of w , also called a power of w . A word w
is primitive if w is not a power of some other word. The root of a word w is defined as the shortest word u = root(w) such 
that w = uk for some k ≥ 1.

A word u is a factor of a word w if there exist words x and y such that w = xuy. Moreover, u is a prefix (resp. a 
suffix) of w if x = ε (resp. y = ε). By lcp(u, v) we denote the length of the longest common prefix of u and v . For a word 
w = a0 . . .an−1 and i, j ∈ [0..n) by w[i.. j] we denote its factor of the form aiai+1 . . .a j . A factor/prefix/suffix u of w is proper
if u �= w . A (multi)set of words W is prefix-free if no word in W is a proper prefix of another word in W .

The order on letters of A can be extended in a natural way into the lexicographical order of words. For any two words x
and y we have x < y if x is a proper prefix of y or we have x = uav1 and y = ubv2, where a, b ∈A and a < b.

Let a ∈ A and x ∈ A∗ . We define a rotation operator σ : A+ → A+ as σ(a · x) 	→ x · a, a first-letter operator τ : A+ → A
as τ (a · x) 	→ a and a reverse operator : A∗ → A∗ as ε 	→ ε and a · x 	→ x · a. We say that a word w1 is a conjugate of a 
word w2 if w1 = σ k(w2) for some k.

The set of infinite periodic words is defined as (A+)ω = {wω : w ∈A+}, where wω = w · w · . . . is the infinite power of w . 
We extend several of the above operators to infinite periodic words: root(wω) = root(w), σ(wω) = (

σ(w)
)ω

, τ
(
(a · w)ω

) = a

and (wω) = (
w

)ω
. Some key properties are given below:

• The operators are well defined: if uω = vω for two words u and v , then root(u) = root(v), σ(u)ω = σ(v)ω , τ (u) = τ (v), 
and (u)ω = (v)ω .

• The rotation operator σ is in fact a suffix operator for infinite periodic words: wω = τ (wω)σ (wω) for all w ∈ A+ . 
However, unlike a suffix operator for finite words, σ has a well defined inverse σ−1.

• The lexicographical ordering of infinite periodic words is not necessarily the same as their roots. For example, with 
alphabet {a < b}, ab < aba but (ab)ω > (aba)ω .

1 Throughout the paper we use lg as a shorthand for log2.
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