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a  b  s  t  r  a  c  t

Based  on  decision-theoretic  rough  set  model  of three-way  decisions,  we  augment  the  existing  model
by  introducing  linguistic  terms.  Considering  the  two  types  of  parameters  being  used  in the  three-way
decisions  with  linguistic  assessment,  a  certain  type  of  novel  three-way  decisions  based  on  the  Bayesian
decision  procedure  is constructed.  In this  way,  three-way  decisions  with  decision-theoretic  rough  sets
are extended  to  the  qualitative  environment.  With  the  aid  of  multi-attribute  group  decision  making,  the
values  of these  parameters  are  determined.  An adaptive  algorithm  supporting  consistency  improvement
of  multi-attribute  group  decision  making  is designed.  Then,  we  optimize  the scales  of the  linguistic  terms
with  the  use  of  particle  swarm  optimization.  The  values  of these  parameters  of  three-way  decisions  are
aggregated  when  proceeding  with  group  decision  making.  Finally,  the  proposed  model  of  three-way
decisions  with  linguistic  assessment  is  applied  to the selection  process  of new  product  ideas.

©  2015  Elsevier  B.V.  All  rights  reserved.

1. Introduction

Three-way decisions, consisting of acceptance, non-
commitment (or further investigation) and rejection, are
commonly encountered in problem solving strategies occur-
ring in many decision process [56]. This way of decision-making
has been applied to many domains, such as environmental pre-
caution [8], text classification [15], information filtering [16],
risk decision [17], cluster [20,57], investment decision [21], gov-
ernment decision [24], shadowed sets [32], email filtering [63],
etc. Pawlak’s rough sets [29,55] provide a certain convenient
theoretical interpretation of the three-way decisions. The lower
approximation and the upper approximation of rough sets [29,50]
divide the universe of discourse (space) into the three pairwise
disjoint regions: positive region, boundary region and negative
region. The notion of three-way decisions based on the three
pairwise disjoint regions was proposed by Yao [51,53,54]. The
three-way decisions comprise positive rules, boundary rules and
negative rules. The positive rules associated with the positive
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region produce acceptance decisions. The negative rules coming
with the negative region give rise to rejection decisions, while
the boundary rules (coming with the boundary region) result in
decisions of non-commitment.

Original rough sets [29] require exact results of classification
and do not involve the tolerance for errors. Probabilistic rough sets
arise a generalized model for original rough sets, which hinge on
two components, i.e. a conditional probability and a pair of thresh-
olds (˛, ˇ). The tolerance of errors is characterized by the thresholds
of probabilistic rough sets. A series of models of probabilistic rough
sets [10,50] was  proposed, such as 0.5-probabilistic rough sets [30],
decision-theoretic rough sets (DTRS) [48,49], variable precision
rough sets (VPRS) [64], Bayesian rough sets [35], parameterized
rough sets [9], etc. With respect to probabilistic rough set models,
we need to compare the conditional probability with the thresholds
in order to make a decision (see Fig. 1).

Following studies reported in [55], the researches on three-
way decisions with probabilistic rough sets can be summarized as
shown in Fig. 1.

• The determination of threshold values used in probabilistic rough
set models. The determination of a pair of thresholds for the
probabilistic rough sets constitutes a challenge [22]. The pair
of thresholds presented in most probabilistic rough set models
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Fig. 1. The main components of three-way decisions augmented by probabilistic rough sets.

comes with subjectively assigned values and lacks of semantics
[51,53,54]. In recent years, the determinations of thresholds are
discussed in the framework of DTRS, which was first proposed
by Yao et al. [48,49] using the Bayesian decision procedure. The
pair of thresholds used in the DTRS model can be automatically
calculated by loss functions with the minimum expected over-
all risk. In some cases, the loss function can be expressed in the
form of money, energy or time [22]. Yao [51] adopted the relative
value of loss function to express the thresholds. Herbert and Yao
[11] introduced game theory to determinate the threshold values
of probabilistic rough sets. Li and Zhou [17] discussed the value
of loss function for a multi-view DTRS decision model based on
different attitudes of decision makers. Liang et al. [18] general-
ized a concept of the precise value of loss function to triangular
fuzzy decision-theoretic rough sets. Considering different criteria
adopted by different agents, Yang and Yao [47] discussed some
aggregation methods of loss functions and proposed a multi-
agent DTRS model.

• The determination of the conditional probability used in proba-
bilistic rough set models. Yao and Zhou [52] proposed a naive
Bayesian decision-theoretic rough set model, where the con-
ditional probability is estimated by using the Bayes theorem
with naive probabilistic independence assumption. Liu et al. [23]
employed binary logistic regression to compute the conditional
probability of DTRS model.

Evidently, the conditional probability and the thresholds are
two important components of three-way decisions. DTRS is a rep-
resentative model of probabilistic rough sets [48–50]. It not only
considers the decision semantics, e.g. cost, risk, but also explains
the thresholds of probabilistic rough set models [22,50]. The val-
ues of the thresholds used in the probabilistic rough set models are
implied by the loss functions and associated with decision mak-
ers. Note that the loss functions and the conditional probability
presented in the existing studies are mainly numerics. However,
in the realistic decision process, some influencing factors result
in decision makers not to assign specific numerics, e.g. cost, time
and complexity [18]. Under these circumstances, the assessment
of the description in terms of quantitative expressions is not suit-
able, see [39,46]. Other than the results reported in [18], we  can
resort ourselves to the assessment realized with the aid of linguistic
terms. Linguistic terms have been witnessed in numerous sit-
uations [2,3,12,25,28,33,37–39,41,42,44,45,58–60]. For example,

when evaluating a performance of a smartphone, linguistic terms
like good, fair, poor can be considered. When we  grade a student,
linguistic terms like good, medium, poor can be used. In this case,
the linguistic information can be directly used to compute and the
linguistic terms need not been transformed into numerical counter-
parts [7,31,39,41,42,44,45]. Considering the conditional probability
and the loss functions of the DTRS model with linguistic terms, we
construct a certain type of novel three-way decisions. In light of
the results presented in [18], these parameters of three-way deci-
sions are evaluated by decision makers. In order to realize linguistic
assessment of both the conditional probability and the loss func-
tions, group decision making [1,4,26,33,37,38,43,61,62] is adopted.
Group decision making can aggregate the wisdom of the different
domain experts and effectively copes with the risk decision prob-
lem. More importantly, it provides a semantic interpretation for
the relevant parameters of three-way decisions. Reaching consen-
sus in group decision making becomes an essential step. For the
consensus problem of group decision making, Pedrycz and Song
[33] developed a novel approach. The approach used a particle
swarm optimization (PSO) algorithm to optimize the scale over
which linguistic terms were expressed. PSO is a population-based
optimization method, which uses a swarm of particles to determine
an optimal solution in a search space [6]. The conditional prob-
ability and the loss functions comprise the set of multi-attributes.
Based on the approach reported in [33], this study further discusses
the determination for the values of its parameters (i.e. conditional
probability and loss functions) with the aid of multiple-attribute
group decision making. The main contribution of our study can be
identified as follows: (a) We  provide a method of the determination
of the two  types of parameters used in the DTRS; (b) The applica-
tion of DTRS is extended to the scenarios of qualitative evaluation;
(c) An algorithm is designed to improve the inconsistency of multi-
attribute group decision making under linguistic assessment (see
Algorithm 1).

The remainder of this paper is organized as follows: Section 2
provides some underlying concepts of probabilistic rough sets,
Bayesian decision procedure, DTRS, linguistic terms and related
operational laws. In Section 3, a certain type of novel three-way
decisions is constructed. With the aid of multi-attribute group deci-
sion making with the linguistic assessment, Section 4 designs an
adaptive algorithm for consistency improvement and investigates
the determination of the values of both the conditional probability
and the loss functions. An example is presented to illustrate the
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