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a  b  s  t  r  a  c  t

The  multiple  traveling  salesperson  problem  (MTSP)  is  similar  to famous  traveling  salesperson  problem
(TSP)  except  for  the  fact that  there  are  more  than  one  salesperson  to visit  the  cities  though  each  city
must  be  visited  exactly  once  by only  one  salesperson.  For  this  problem,  we have  considered  two  different
objectives.  First  one  is  to  minimize  the  total  distance  traveled  by all  the salespersons,  whereas  the second
one is  to  minimize  the  maximum  distance  traveled  by  anyone  salesperson.  This latter  objective  is about
fairness  as  it  tries  to  balance  the  workload  among  salespersons.  MTSP,  being  a generalization  of  TSP  under
both  the  objectives,  is also  NP-Hard.  In  this  paper,  we  have  proposed  two  metaheuristic  approaches  for
the  MTSP.  The  first approach  is based  on  artificial  bee  colony  algorithm,  whereas  the second  approach  is
based on  invasive  weed  optimization  algorithm.  We  have  also  applied  a  local  search  to further  improve
the  solution  obtained  through  our approaches.  Computational  results  on  a  wide  range  of  benchmark
instances  show  the  superiority  of  our proposed  approaches  over all the other  state-of-the-art  approaches
for this  problem  on both  the  objectives.

©  2014  Elsevier  B.V.  All  rights  reserved.

1. Introduction

The multiple traveling salesperson problem (MTSP) is an exten-
sion of famous traveling salesperson problem (TSP), where more
than one salesperson are present to visit the cities though each city
must be visited exactly once by only one salesperson. Given a set
of n cities to be visited by a salesperson, the TSP seeks the shortest
possible tour for the salesperson that visits each city exactly once
and return to the starting city. However, in case of MTSP, there are
m salespersons instead of one to visit n > m cities and we have to
find the tours for all m salespersons. The starting and ending cities
are called depots, and the remaining cities are called intermediate
cities. There are several versions of MTSP depending on the number
of depots.

• Single depot case, all the m salespersons have to start and end at
a given single depot.

• m depots case, every salesperson have to start and end at their
own depot.
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• 2m depots case, every salesperson have to start and end at their
own 2 depots, i.e., starting and ending depot are different for
every salesperson.

• >1 and <2m depots case, it is hybridization of above specified
cases.

Obviously, depending on the MTSP version, a tour in MTSP can be
an open or a closed path (cycle).

Like several previous works on MTSP, in this paper, we have
considered the single depot case, i.e., all salespersons have to start
and end their tour in the same city called depot, and followed the
principle that every salesperson must have to visit at least one
city in addition to the depot, i.e., every tour has a non-zero tour
length. We  have considered two  objectives for the MTSP problem.
The first objective is to minimize the total distance traveled by all
the salespersons, i.e., minimizing the sumtotal of the tour lengths
of all the salespersons. The second objective is to minimize the
maximum distance traveled by anyone salesperson. The main idea
behind this objective is to balance the workload among all salesper-
sons. Throughout this paper, we  will refer to the first objective as
objective1, and, to the second objective as objective2. Both these
objectives of the MTSP are NP-Hard as for m = 1, they reduce to
the TSP which is NP-Hard [1]. The MTSP is more difficult than the
TSP because first we  have to find which cities to assign to each
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salesperson, and then the optimal ordering among the cities
assigned to each salesperson.

Compared to TSP, a wider range of real world problems spe-
cially those pertaining to scheduling and routing reduce to MTSP,
e.g. print press scheduling [2], pre-print advertisement sched-
uling [3], bank crew scheduling [4], workload balancing [5], school
bus routing [6], and designing satellite surveying systems [7].
Despite of this fact, only few approaches exist in literature to
solve MTSP. Tang et al. [8] proposed a genetic algorithm (GA) with
one-chromosome representation for MTSP problem and solved
the hot rolling production scheduling problem using it. Malm-
borg [9] and Park [10] used a two-chromosome representation in
their genetic algorithm based approaches for the vehicle sched-
uling problem (VSP). This representation can be adapted for MTSP
also. Carter and Ragsdale [11] proposed a genetic algorithm using
a new two-part chromosome representation and related genetic
operators. Brown et al. [12] proposed a grouping genetic algo-
rithm to solve MTSP by deriving chromosome representation and
genetic operators from the grouping genetic algorithm proposed in
[13]. Actually, MTSP is a grouping problem, i.e., a problem which
seeks an optimal assignment of entities (cities in case of MTSP)
according to a given objective function into different groups (tours
in case of MTSP) subject to some constraints. Grouping genetic
algorithms [13] are tailor-made for solving grouping problems.
Both Carter and Ragsdale [11] and Brown et al. [12] have shown
the superiority of their proposed approaches by comparing the
results of their respective approaches with those of the two genetic
algorithms that use one-chromosome and two-chromosome rep-
resentations. Singh and Baghel [14] proposed another grouping
genetic algorithm using a different chromosome representation
and different crossover & mutation operators. This genetic algo-
rithm used steady-state population replacement method instead
of the commonly used generational model. This genetic algorithm
outperformed all the previous approaches on both the objectives
on the benchmark instances considered in [11,12]. Liu et al. [15]
presented an ant-colony optimization (ACO) algorithm for solv-
ing the MTSP. This ACO uses a combination of pheromone values
and information regarding the distance among cities to construct
tours. It also employs a local search that uses both inter-tour and
intra-tour operators. Inter-tour operators modify more than one
tour simultaneously in a bid to improve the solution, whereas
inter-tour operators works on a single tour at a time. Computa-
tional results had shown this ACO algorithm to be competitive with
other approaches on both the objectives. Recently, Yuan et al. [16]
proposed a new crossover operator called two-part chromosome
crossover (TCX) for solving the MTSP using a genetic algorithm
and showed its superiority over the genetic algorithm of Carter
and Ragsdale [11] only. They have also reported the results of their
proposed approach on some new instances. Though, they have not
compared their approach with those in [14,15], their results are
inferior to these approaches. Bektas [17] provides an excellent sur-
vey on exact and heuristic solution approaches to the MTSP and its
variations, and their real world applications.

A lot of swarm intelligence based approaches have been pro-
posed in the literature to solve TSP (e.g. [18–25]). However, very
few swarm intelligence based approaches exist in the literature
for MTSP. To our knowledge, the ACO approach of Liu et al. [15]
described in the previous paragraph is the only swarm intelli-
gence based approach for the MTSP. In addition, Ghafurian and
Javadian [26] presented another ACO approach for solving a varia-
tion of MTSP where they have considered the multi-depot case and
imposed lower and upper bounds on the number of cities that a
salesperson can visit and the objective was to minimize the total
distance traveled by all the salespersons. Both these approaches are
based on ACO only. Absence of any other swarm intelligence based
approach for the MTSP and the success of ACO approach of Liu et al.

[15] in solving the MTSP (as mentioned already, results obtained
through this approach are comparable with those obtained with
any other state-of-the art approach on both the objectives) has
motivated us to develop new swarm intelligence based approaches
for the MTSP.

In this paper, we have proposed two  new swarm intelligence
based metaheuristic approaches for the MTSP. Our first approach is
based on artificial bee colony (ABC) algorithm, whereas the second
approach is based on invasive weed optimization (IWO) algorithm.
In fact, two  slightly different versions of ABC algorithm have been
presented in this paper. In the first version, neighboring solutions
are generated more or less at the same distance from the origi-
nal solution throughout the execution of ABC algorithm, whereas
in the second version, the expected distance of the neighboring
solution from the original solution is gradually reduced from a pre-
defined initial value to a pre-defined final value over the iterations
of the algorithm. Our ABC and IWO  approaches are designed keep-
ing in mind the grouping nature of the MTSP. The solutions obtained
through these approaches are improved further through a local
search. The performance of the proposed approaches is compared
with the state-of-the-art approaches on both the objectives. Com-
putational results clearly show the superiority of all our proposed
approaches over existing approaches.

The rest of this paper is organized as follows: Section 2 provides
an introduction to the artificial bee colony algorithm. Section 3
describes our ABC approach to the MTSP problem. Section 4 pro-
vides an introduction to the invasive weed optimization algorithm,
whereas Section 5 describes our IWO  approach to the MTSP prob-
lem. Computational results are presented in Section 6. Finally,
Section 7 provides some conclusions and directions for future
research.

2. The artificial bee colony algorithm

The artificial bee colony (ABC) algorithm is a recent metaheuris-
tic technique developed by Karaboga [27] on getting inspiration
from the intelligent foraging behavior of natural honey bee swarm.
Entomologists classify the foraging bees into scout, employed and
onlooker bees depending on the function they are performing cur-
rently. Scout bees look for new food sources in the vicinity of the
hive. As soon as a scout bee finds a food source, this scout bee is
reclassified as employed bee. Employed bees are responsible for
collecting the nectar from food sources and bringing it to hive and
sharing information about their food sources with the onlooker
bees. Onlooker bees wait in the hive for employed bees to share
information about their food sources. To share the information with
onlooker bees, the employed bees perform dances in a common
area in the hive, which is called dancing area. Through dance, an
employed bee convey vital information regarding its food source
such as the direction in which it is located, distance from hive,
and nectar amount of food source. Onlooker bees watch numer-
ous dances before selecting a food source. The probability with
which an onlooker bee selects a food source, is proportional to nec-
tar amount of that food source. If the nectar amount of a food source
is good, more onlooker bees will choose that food source. After per-
forming the dance in the dance area the employed bee goes back
to its food source along with all those onlooker bees which chose
this food source Once an onlooker starts exploiting a food source,
it is reclassified as an employed bees. When a food source is com-
pletely exhausted, all the employed bees associated with it leave it,
and become scouts or onlookers. Hence, the scout bees do the job
of exploration, whereas the employed and onlookers bees do the
job of exploitation.

Motivated by this intelligent foraging behavior of honey bees,
Karaboga [27] proposed the ABC algorithm in 2005. ABC algorithm
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