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a  b  s  t  r  a  c  t

We  develop  an  orthogonal  forward  selection  (OFS)  approach  to  construct  radial  basis  function  (RBF)
network  classifiers  for  two-class  problems.  Our approach  integrates  several  concepts  in  probabilistic
modelling,  including  cross  validation,  mutual  information  and Bayesian  hyperparameter  fitting.  At each
stage  of the  OFS  procedure,  one  model  term  is  selected  by  maximising  the  leave-one-out  mutual  infor-
mation  (LOOMI)  between  the  classifier’s  predicted  class  labels and  the  true class  labels.  We  derive  the
formula  of  LOOMI  within  the  OFS  framework  so  that the  LOOMI  can  be evaluated  efficiently  for  model
term  selection.  Furthermore,  a Bayesian  procedure  of  hyperparameter  fitting  is also  integrated  into  the
each  stage  of  the  OFS  to infer  the  l2-norm  based  local  regularisation  parameter  from  the  data.  Since  each
forward  stage  is effectively  fitting  of  a one-variable  model,  this  task  is  very  fast.  The  classifier  construc-
tion  procedure  is automatically  terminated  without  the  need  of  using  additional  stopping  criterion  to
yield  very  sparse  RBF  classifiers  with excellent  classification  generalisation  performance,  which  is par-
ticular  useful  for  the  noisy  data  sets  with  highly  overlapping  class distribution.  A number  of  benchmark
examples  are  employed  to demonstrate  the  effectiveness  of  our proposed  approach.

© 2014  Elsevier  B.V.  All  rights  reserved.

1. Introduction

Model evaluation in terms of good generalisation performance
is essential in the development and analysis of data-based learning
algorithms for the construction of object classifiers. A fundamental
concept in the evaluation of model generalisation capability is
that of cross validation [1]. For example, in regression application,
leave-one-out (LOO) cross validation is often used to estimate
generalisation error by choosing amongst different model architec-
tures [1]. In general, cross validation is required in most algorithms
for model generalisation evaluation, and this often contributes
significantly to computational cost for many model paradigms.
Luckily for the linear-in-the-parameters models, the LOO cross
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validation can be exercised without actually splitting the training
data set and estimating the associated models, by making use of
the Sherman–Morrison–Woodbury theorem [2].

Moreover, for the linear-in-the-parameters models, the ortho-
gonal least squares (OLS) based forward selection algorithm can
efficiently construct parsimonious models [3,4], and has been a
popular learning tool for associative neural networks, such as radial
basis function (RBF) networks [5], fuzzy and neuro-fuzzy systems
[6,7] as well as wavelets neural networks [8,9]. The OLS algorithm
for RBF network learning [5] has also been utilised in a wide range of
engineering applications, including aircraft gas turbine modelling
[10], fuzzy control of multi-input multi-output nonlinear systems
[11], power system control [12], fault detection [13], electric arc fur-
nace load modelling [14], macromodelling of nonlinear digital I/O
drivers [15], real-time power dispatch [16], fine tracking of NASA’s
70-m-deep space network antennas [17], identification of urinary
tract infection [18], stent reendothelialization [19], taxonomy and
remote sensing of leaf mass per area [20], and many more.

For regression applications, regularisation methods based on
a penalty function on l2-norms of the model parameters are
developed to carry out parameter estimation and model struc-
ture selection simultaneously [21–27]. From the powerful Bayesian
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learning viewpoint, it can be shown that for linear-in-the-
parameters models this parameter regularisation is equivalent to a
maximised a posterior probability (MAP) estimate of the parameters
by adopting a Gaussian prior for the model parameters [22,24–28].
Furthermore, a regularisation parameter is equivalent to the ratio
of the related hyperparameter to the noise parameter, lending to an
iterative evidence procedure for solving the optimal regularisation
parameters [24–28]. Note that, with the OLS algorithm, the evi-
dence procedure for updating regularisation parameters becomes
particularly efficient [22,25–27].

In information theory, the mutual information (MI) between
two random variables is a quantity that measures the mutual
dependence of the two variables [29,30]. The MI  measure, as a fun-
damental measure in communications, has also been extensively
used in regression applications, such as nonlinear system modelling
[31,32], and pattern recognition applications, such as the feature
selection [33], the registration of medical images [34] and gene
classifications [35]. Note that in the existing literature MI  crite-
ria are normally used for training regression models or classifiers.
Naturally if the MI  is used as model structure selection metrics for
classifier design, there is still the need to address model generali-
sation issue.

Against this background, in this work we propose to construct
two-class RBF classifiers using the orthogonal forward selection
(OFS) scheme, which selects one model term at each stage of the
construction procedure by maximising the leave-one-out mutual
information (LOOMI) between the classifier’s predicted class labels
and the true class labels, as well as incorporates a Bayesian
procedure of hyperparameter fitting to efficiently derive the regu-
larisation parameters. The paper contains two elements of novel
contribution. Firstly, an original derivation of analytically eval-
uating the LOOMI efficiently is introduced, which facilitates the
automatic model structure selection process with no need of using
a predetermined error tolerance to terminate the forward selection
process. Secondly, a novel Bayesian framework of calculating local
regularisation parameters is designed specifically for the forward
selection process, which leads to a very sparse classifier. Classifi-
cation results for a number of benchmark examples demonstrate
that our proposed approach efficiently construct very sparse RBF
classifiers with excellent generalisation performance.

It is worthy emphasising that our contributions are significant.
In the existing literature, the MI  is used for training regression mod-
els and classifiers, but not used for model structure selection by
optimising model generalisation capability. Instead of focusing on
the usual training performance, to the best of our knowledge, our
work is the first one that applies the MI  for the effective model
structure determination by introducing the novel LOOMI to incre-
mentally maximise the classifier’s model generalisation capability
directly. Bayesian regularisation is also a well-known and widely
used technique, e.g. in the support vector machine (SVM) and
the relevance vector machine (RVM) [24] as well as in our previ-
ous orthogonal forward selection (OFS) based learning algorithms
[22,25–27]. All these existing Bayesian regularisation approaches
however involve an iterative procedure for updating the set of
regularisation parameters. Specifically, given the values of all the
regularisation parameters, model selection is carried out, and the
resulting model is then used to update the set of regularisation
parameters. This procedure iterates until both the selected model
and the set of regularisation parameters converge. In this study,
we introduce a novel Bayesian analysis for local regularisation
parameter selection effectively nested within the OFS step. More
particularly, each OFS stage also effectively fits one regularisation
parameter from the data and this task is computationally very fast.
Thus there is no need for iteratively performing the model selection
and fitting the regularisation parameters several times. This paper
is organised as follows. Section 2 introduces the two-class classifier

construction using the OFS procedure and the concept of mutual
information. In Section 3, we  introduce model selection based on
fast computing of the LOOMI. In Section 4, we carry out a Bayesian
analysis for local regularisation parameter selection nested within
the forward selection step. Section 5 presents the complete OFS
algorithm that integrates joint parameter estimation with Bayesian
regularisation and LOOMI model term selection. In Section 6, exper-
imental results are employed to demonstrate the effectiveness of
our proposed approach. Our conclusions are given in Section 7.

2. RBF classifier and mutual information

Consider the N labelled training data samples that belong
to an approximately balanced two-class data set, denoted as
DN = {x(k), y(k)}Nk=1, where x(k) = [x1(k)x2(k)· · ·xm(k)]T ∈ R

m are
m-dimensional feature vectors, and y(k) ∈ { ±1} is the class type
of x(k). We  use the data set DN to construct a RBF classifier of the
form⎧⎪⎪⎨
⎪⎪⎩
ỹ(M)(k) = sgn(ŷ(M)(k)),

ŷ(M)(k) = f (M)(x(k)) =
M∑
i=1

�i�i(x(k)),
(1)

where

sgn(y) =
{

−1, y ≤ 0,

1, y > 0,
(2)

ỹ(M)(k) is the estimated class label for x(k) based on the M-term
RBF model output ŷ(M)(k), and M is total number of regressors or
model terms, while �i are the model weights, and the regressor �i(
x) takes the form of Gaussian basis function given by

�i(x) = exp

(
−‖x − ci‖2

�

)
(3)

in which ci = [c1,ic2,i · · · cm,i]T is the centre vector of the ith RBF unit
and � > 0 is a RBF width parameter. We  assume that each RBF unit
is placed on a training data, namely, all the RBF centre vectors ci
are selected from the training data {x(k)}Nk=1, and the RBF width �
has been predetermined, for example, using cross validation.

Denote e(M)(k) = y(k) − ŷ(M)(k) as the M-term modelling error
for the data point x(k). Over the training data set DN, further

denote y = [y(1)y(2) · · · y(N)]T, e(M) = [e(M)(1)e(M)(2)· · ·e(M)(N)]
T
,

and ˚M = [�1�2 · · · �M] with �l = [�l( x(1))�l( x(2)) · · · �l( x(N))]T,
1 ≤ l ≤ M.  We  have the M-term model in the matrix form of

y = ˚M�M + e(M). (4)

Here �M = [�1�2 · · · �M]T. Let an orthogonal decomposition of the
regression matrix ˚M be

˚M = WMAM, (5)

where

AM =

⎡
⎢⎢⎢⎢⎢⎢⎣

1 a1,2 · · · a1,M

0 1
. . .

...
...

. . .
. . . aM−1,M

0 · · · 0 1

⎤
⎥⎥⎥⎥⎥⎥⎦

(6)

and

WM = [w1w2· · ·wM] (7)
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