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a b s t r a c t 

In this paper we consider the problem of joint congestion control and request forwarding in Information- 

Centric Networks, namely the named-data networking architecture (NDN). The network architecture 

we consider is based on information retrieval natively pull-based, driven by user requests, point-to- 

multipoint and intrinsically coupled with in-network caching. We formalize the problem as global op- 

timization with non-linear objectives and linear constraints with the twofold objective of maximizing 

user throughput and minimizing overall network cost. We solve it via decomposition and derive a family 

of optimal congestion control strategies at the receiver and of distributed algorithms for dynamic request 

forwarding at network nodes. An experimental evaluation of our proposal is carried out in different net- 

work scenarios using realistic workloads, to assess the performance of our design and to highlight the 

benefits of an ICN approach. The experimentation is carried out using the NDN software router imple- 

mentation on a large grid infrastructure deployed to enable experimental research. 

© 2016 Elsevier B.V. All rights reserved. 

1. Introduction 

The TCP/IP core of the Internet architecture has remained sta- 

ble over the last decades, while accommodating unexpected in- 

novation at lower and upper layers. Recent advances in wire- 

less and optical networking technologies have empowered hetero- 

geneous mobile connectivity and boosted access network capac- 

ity. The diffusion of web services, cloud and social networks has 

in turn driven Internet usage towards information delivery and 

imposed a new communication model based on Information ex- 

change, caching and real time processing. 

Current information delivery solutions are deployed as over- 

lays on top of the existing IP network infrastructure leverag- 

ing CDNs, transparent caching etc. However, the inefficiency of 

the overlay approach in terms of performance guarantees/ re- 

source utilization has been pointed out in the research commu- 

nity, together with question of the sustainability of such evolution 

model [19,22,27,30] . Some evidence has been provided that “ar- 

chitectural anchors” like IP addressing, host-centric point-to-point 

communication, inherently curb the Information-driven network 

evolution. 
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A mismatch exists between the location addressing of IP and 

the location-agnostic content addressing by name realized by In- 

formation services (e.g. via HTTP). It calls for a paradigm shift of 

the Internet communication model as proposed by Information- 

Centric Networking (ICN) architectures [19,22,26,30,41] . The com- 

mon objective is to embed content awareness into the network 

layer to enable efficient, mobile and connectionless information- 

oriented communication. The twist associated to ICN communica- 

tion model lies on a small set of principles. ICN advocates a name- 

based communication, controlled by the receiver ( pull-based ), real- 

ized via name-based routing and forwarding of user requests in a 

point-to-multipoint fashion and supported by the presence of a per- 

vasive network-embedded caching infrastructure. 

The novel ICN’s transport paradigm holds considerable promises 

for enhanced flexibility in terms of mobility management, im- 

proved end-user performance and network resources utilization. 

This is due to the coupling between (i) a ‘connectionless’ commu- 

nication with unknown sender(s), (ii) a unique endpoint at the re- 

ceiver and (iii) dynamic request routing, decided by network nodes 

aiming at localizing temporary copies of the content, in a hop-by- 

hop fashion. 

The definition of multipath transport control mechanisms 

adapted to ICN is at an early stage in the literature [8,23] as well 

as that of ICN dynamic forwarding mechanisms [13,39] . A compre- 

hensive analysis of the joint problem of optimal congestion control 

and request forwarding still lacks. 
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In this paper, we tackle the problem of a joint multipath con- 

gestion control and request forwarding for ICN. The key contribu- 

tions of the paper are the following: 

• We formulate a global optimization problem with the twofold 

objective of maximizing user throughput and minimizing over- 

all network cost. We decompose it into two subproblems for 

congestion control and request forwarding and solve them sep- 

arately. 

• We derive a family of optimal multipath congestion control 

strategies to be performed at the receiver and prove the op- 

timality of the proposal. 

• We derive a set of optimal dynamic request forwarding strate- 

gies and design a distributed algorithm to be implemented by 

ICN nodes in conjunction with the proposed receiver-driven 

congestion control. 

• We design a mechanism managing fine grained forwarding to 

high popular content while keeping aggregate based forward- 

ing to less popular content. The mechanisms allows to achieve 

optimal performance while keeping the system scalable. 

• Finally, we implement the proposed joint congestion control 

and request forwarding in NDN [41] and set up a testbed for 

large scale experimentation on the Grid’50 0 0 facility ( [1] ) The 

performance are assessed through experiments under realis- 

tic traffic demand, synthesized by a large set of traffic mea- 

surements, and in different network scenarios to appreciate 

the convergence to the optimal equilibrium, the role of in- 

path caching and the benefits of ICN multipath. The proto- 

cols designed in this paper have been developed and released 

in open source for the NDN code base and made available at 

http://systemx.enst.fr/lurch . 

In this paper we do not consider several research problems that 

still requires solutions namely: 

• the set of routed faces for a given name prefix are precomputed 

by a routing algorithm. In this paper routing is part of the as- 

sumptions. 

• The set of data names that the client issues into the network 

requires a protocol to manage that. For instance by mean of a 

content manifest or by using a discovery protocol. This is part 

of the assumptions made in this paper. 

The remainder of the paper is organized as follows. Problem 

statement, design goals and choices are summarized in Section 2 . 

The formulation of the global optimization problem is presented in 

Section 3 , while in Section 4.1 we solve it by decomposing it into 

two separate sub-problems related to multipath congestion con- 

trol and to request forwarding. From the theoretical solution, the 

optimal rate and congestion controller and the forwarding strat- 

egy are derived. Section 4.2 presents the details of the transport 

protocol and of the design of the distributed forwarding algorithm. 

The performance assessment by means of experiments is shown 

in Section 6 and Section 7 . Finally, Section 8 surveys related work, 

while conclusions are drawn in Section 9 . 

2. Problem statement 

ICN transport model fundamentally differs from the current 

TCP/IP model. To comment on the main differences, let us sum- 

marize the basic ICN communication principles. 

2.1. System description 

Our work is primarily based on CCN/NDN proposal [22,41] , 

though the defined mechanisms have broader applicability in the 

context of ICN ( http://tools.ietf.org/group/irtf/trac/wiki/icnrg ) and 

more generally of content delivery networks employing a similar 

transport model (e.g. some HTTP-based CDNs). In ICN, Information 

objects are split into Data packets, uniquely identified by a name, 

and permanently stored in one (or more) repository(ies). Users ex- 

press packet requests ( Interests ) to trigger Data packets delivery on 

the reverse path followed by the routed requests. 

Interests are routed by name towards one or multiple reposi- 

tories, following one or multiple paths. Rate and congestion con- 

trol is performed at the end user. Intermediate nodes keep track 

of outstanding Interests in data structures called PIT (Pending In- 

terest Table), to deliver the requested data back to the receiver on 

the reverse path. Each PIT entry has an associated timer, so that all 

requests for the same Data, during such time interval are not for- 

warded upstream as long as the first query is outstanding. In addi- 

tion, nodes temporarily store Data packets in a local cache, called 

Content Store . 

Upon reception of an Interest packet from an input interface, 

intermediate nodes perform the following operations: (i) a Content 

Store lookup , to check if the requested Data is locally stored. In case 

of cache hit, the Data is sent through the interface the Interest is 

coming from. Otherwise, (ii) a PIT lookup , to verify the existence 

of an entry for the same content name. In this case, the Interest 

is discarded since a pending request is already outstanding. If not, 

a new PIT entry is created and (iii) a FIB lookup via Longest Pre- 

fix Matching returns the interface where to forward the Interest 

(selected among the possible ones). FIB entries are associated to 

name prefixes (see [22] ). As a consequence, Data may come from 

the repository, or from any intermediate cache along the path with 

a temporary copy of the Data packet. 

2.2. Potential and challenges of ICN transport model 

As a result of the addressing-by-name principle, ICN transport 

model overcomes the static binding between an object and a loca- 

tion identifier: the receiver issues name-based packet requests over 

possibly multiple network interfaces with no a priori knowledge 

of the content source (hitting cache or repository). The content- 

awareness provided by names to network nodes enables a differ- 

ent use of buffers, not only to absorb input/output rate unbalance 

but for temporary caching of in-transit Data packets. Even with- 

out additional storage capabilities in routers, the information ac- 

cess by name of ICN allows two new uses of in-network wire 

speed storage: (i) Reuse : subsequent requests for the same Data 

can be served locally with no need to fetch data from the origi- 

nal server/repository; (ii) Repair : packet losses can be recovered in 

the network, with no need for the sender to identify and retrans- 

mit the lost packet. 

Under such assumptions, the notion of connection between two 

endpoints, as in the TCP/IP model, is no longer required, worse, 

connections would prevent (i) the early reply of the request at 

the first unknown hitting cache on the path or (ii) the dynamic 

path switching due to end-user mobility. If a first step toward 

a multiparty content-oriented communication has been made by 

Swift ( http://libswift.org/ ), ICN directly introduces a connectionless, 

yet stateful transport model where just the receiver keeps a flow 

state associated to an ongoing content retrieval. As a consequence, 

ICN simplifies mobility/connectivity disruption management, not 

requiring any connection state migration in case of end-user mo- 

bility or path failure. 

ICN transport model brings new challenges that TCP, even in 

its multipath versions, can not address and, instead, motivates the 

definition of novel transport control and forwarding mechanisms. 

Indeed, TCP is connection-based and multipath solutions (e.g. [37] ) 

perform load-balancing over static paths, precomputed by a rout- 

ing protocol. Instead, in ICN, not only the receiver, but also in-path 

nodes to the repository may perform dynamic packet-by-packet re- 
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