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a  b  s  t  r  a  c  t

The  widespread  use  and  applicability  of  Evolutionary  Algorithms  is  due in part  to  the  ability  to  adapt
them  to  a particular  problem-solving  context  by  tuning  their parameters.  This  is  one  of  the  problems
that  a  user  faces  when  applying  an  Evolutionary  Algorithm  to  solve  a given  problem.  Before  running  the
algorithm,  the user  typically  has  to  specify  values  for  a number  of parameters,  such  as  population  size,
selection  rate,  and  probability  operators.

This paper  empirically  assesses  the  performance  of  an  automatic  parameter  tuning  system  in  order
to avoid  the  problems  of time  requirements  and  the  interaction  of  parameters.  The  system,  based  on
Bayesian  Networks  and  Case-Based  Reasoning  methodology,  estimates  the  best  parameter  setting  for
maximizing  the  performance  of  Evolutionary  Algorithms.  The  algorithms  are applied  to  solve  a  basic  prob-
lem in  constraint-based,  geometric  parametric  modeling,  as  an  instance  of general  constraint-satisfaction
problems.

The experimental  results  demonstrate  the validity  of  the  proposed  system  and  its potential  effective-
ness  for  configuring  algorithms.

©  2014  Elsevier  B.V.  All  rights  reserved.

1. Introduction

One of the major issues in applying metaheuristics and, in par-
ticular, an Evolutionary Algorithm (EA) [1], is how to choose an
appropriate parameter setting. High computational requirements
are needed to adjust the control parameters of the algorithm to
improve its performance on a particular problem. Numerous stud-
ies focused on developing methods for automatically finding the
best set of parameter values have been performed in [2] and more
recently in [3].

Geometric constraint solving, as an instance of general
constraint-satisfaction problems, is a basic problem in constraint-
based, geometric parametric modeling in the field of Computer-
Aided Design [4]. Geometric problems defined by constraints have
an exponential number of solution instances. Generally, the user
is only interested in one instance that fulfills the geometric con-
straints. This solution instance is called the intended solution.
Selecting a solution instance amounts to selecting one among a
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number of different roots of a nonlinear equation or system of equa-
tions. The problem of selecting a given root has been named in [5]
the Root Identification Problem (RIP).

In previous work [6,7] EAs have been shown as suitable tech-
niques for solving the RIP, but the success and performance of EAs
depends crucially on finding suitable parameter settings. Given the
size of a problem and an EA, specific values must be assigned to the
set of parameters which determine the evolution of the algorithm.
Doing this by hand is a very time consuming process that does
not ultimately guarantee finding satisfactory parameters. Users of
EAs mostly rely on conventions, ad hoc choices, and experimental
comparisons on a limited scale. Parameter settings are commonly
chosen in practice by trial and error, tuned by hand [8], taken from
other fields, by parameter tuning [9] or by adaptation and self-
adaptation mechanisms (parameter control) [2,10,11].

Given the great variety of possible approaches, an alternative
solution would be to design a system which automatically provides
the correct values of the parameters to control the execution of a
particular algorithm when applied to a specific problem. Such a
system, referred to as Bayesian Case-Based Reasoning (CBR), follows
the approach proposed in [12,13] and empirically evaluated to set
a basic genetic algorithm [14] that solves the RIP in [15]. Although
good results were obtained when the Bayesian CBR system was
applied, it would be useful to adapt and study the behavior of the
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system with the statistically most promising EAs in a given environ-
ment. In particular, recent studies on the applicability of a number
of metaheuristics to the RIP have determined the algorithms that
statistically obtain the best performance [16]. Such studies have
originated a great deal of data for adapting, applying and evaluat-
ing the previously proposed Bayesian CBR system and comparing
the results obtained.

The aim of this paper is twofold. First, carrying out an adaptation
and a new empirical evaluation of the Bayesian CBR system when it is
used to configure EAs, in general, that solve the RIP. Second, a com-
parison is made between the proposed approach and the method
which obtains the statistically best parameter configuration known
[16,17].

The paper is structured as follows. Section 2 briefly describes
some preliminary aspects about parameter tuning. Section 3
presents the main issues about geometric constraint solving sys-
tems and the RIP. Section 4 demonstrates the profiling of the generic
Bayesian CBR system according to the specific application domain,
presents the experiments carried out and compares the results to
the statistically best parameter configuration known. Finally, in
Section 5, some conclusions and future work are discussed.

2. Parameter tuning

EAs comprise a wide class of solution methods that have
been successfully applied to many optimization problems. The
assessment of these methods is commonly based on experimen-
tal analysis but the lack of a methodology in these analyses limits
the scientific value of their results. Despite the lack of theoretical
foundation, the simplicity of EAs has attracted many researchers
and practitioners. Many results in the literature indicate that meta-
heuristics, and in particular EAs, are state-of-the-art techniques for
problems for which there is no efficient algorithm [18,19].

However, EAs do not always reach an optimal solution, even for
long computation times. In addition, it is often difficult to obtain
an analytical prediction of either the achievable solution quality
within a given computation time or the time taken to find a solution
of a given quality. The assessment of these conflicting performance
measures is critical for the evaluation of EAs and their application
to real problems. Given the lack of theoretical guidelines and the
stochastic nature of most metaheuristics, such performance assess-
ments are best carried out by experimentation over representative
benchmarks [20–22].

In a parameter tuning framework, the experimental design con-
sists of a set of techniques which comprise methodologies for
adjusting the parameters of the algorithms depending on the sett-
ings used and results obtained [23,24]. A brief survey on these
parameter tuning techniques is contained in [25]. The Design of
Experiment (DoE) paradigm offers a way of retrieving optimal
parameter settings. It is still a tedious task, but it is known to be
a robust and well tested suite, which can be beneficial for giving
reason to parameter choices besides human experience.

Finding a good set of parameter values is a complex optimiza-
tion task with a nonlinear objective function, interacting variables,
multiple local optima, noise (by the stochastic nature of the EA
to be tuned), and a lack of analytic solvers. Ironically, it is pre-
cisely in these types of problems that EAs are very competitive
heuristic solvers. It is therefore logical to use an evolutionary
approach to optimize the parameters of an EA. The approaches fol-
lowing such idea are known as belonging to algorithmic parameter
tuning, which even comprises search methods specifically designed
for parameter tuning and parameter analysis, e.g., Sequential
Parameter Optimization [26] or ParamILS, a local search approach
for algorithm configuration [27]. Besides the principal parame-
ter tuning algorithms, there are a number of useful ‘add-ons’, i.e.,

methods for increasing search efficiency, that are independent from
the main tuner and can be combined with different tuning algo-
rithms: racing, sharpening, etc. [9,28].

The main problems in parameter tuning are, amongst others,
that mistakes in settings by users can be sources of errors or sub-
optimal performance, that it is usually very time consuming or that
good values may  become bad during the run [2]. Algorithm con-
figuration is commonly (either implicitly or explicitly) treated as
an optimization problem, where the objective function captures
performance on a fixed set of benchmark instances.

In [12,13] a Bayesian CBR system was  introduced as a general
framework for solving the parameter tuning problem, conditioned
by the current problem instance to be solved. The system estimates
the best parameter configuration for maximizing the algorithm
performance when it solves an instance-specific domain problem.
The proposed system follows the CBR methodology [29–34]. CBR
systems have had considerable success in a wide variety of prob-
lem solving tasks and domains, including parameter tuning [35,36].
Other characteristics that have made CBR a good solution for the
tuning problem are:

• CBR is preferable when it is difficult to give explicit laws of behav-
ior, but easy to give examples. In setting parameters for EAs, a
number of past examples of good solutions usually exists.

• CBR is suitable when a completely accurate solution to the prob-
lem does not exist. Generally, in tuning an EA, a parameter
configuration only works well with a subset of all instances.

• CBR is suitable when problems or cases tend to repeat themselves.
Problem instances are very similar in most of the cases.

• Finally, CBR is applicable when it is easy to construct new cases
from the solution of new problems. It is sufficient to run the EA
with the suggested configuration for it to perform and create a
new case.

Moreover, CBR has two interesting properties related to the
parameter tuning problem: its learning capacity, that allows the
system to adapt itself to changes and its capacity for autonomy,
that allows the system to assist the user completely.

The design of the Bayesian CBR system has been carried out in
two phases. The first one makes use of Bayesian Networks (BNs)
[37–40] to model qualitative and quantitative relationships among
the different algorithm parameters of interest to the user. The sec-
ond phase integrates BNs within a CBR system to solve new domain
problem instances taking into account relevant features and past
experience of similar instances. A detailed description of the basic
system can be found in [12,13].

3. Constraint-based geometric design

Computer-Aided Design systems were intended to present
intelligent assistants to designers, but conventional geometric
modelers were and are actually used only for activities that occur
near the end of the design process, when analyzing and presenting
the results. The computer program merely substitutes the drawing
board, and does not support the designer in the time-consuming
and error-prone calculations of coordinates and dimensions, or in
different decisions that must be made. The program ‘thinks’ in
a procedural way, but the declarative description of geometry is
much closer to a human [41,42]. For this reason, the designer meets
the requirement for numerous additional calculations by extending
the design time and often presenting sources of errors. A new gen-
eration of geometric modelers offers the solution to this problem.
The geometry can be described by defining relations (constraints)
among particular geometric elements.
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