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a b s t r a c t 

Over the past years, many representations for time series were proposed with the main purpose of di- 

mensionality reduction and as a support for various algorithms in the domain of time series data process- 

ing. However, most of the transformation algorithms are not directly applicable on streams of data but 

only on static collections of the data as they are iterative in their nature. In this work we propose a sym- 

bolic representation of time series along with a method for transformation of time series data into the 

proposed representation. As one of the basic requirements for applicable representation is the distance 

measure which would accurately reflect the true shape of the data, we propose a distance measure op- 

erating on the proposed representation and lower bounding the Euclidean distance on the original data. 

We evaluate properties of the proposed representation and the distance measure on the UCR collection of 

datasets. As we focus on stream data processing, we evaluate the properties and limitations of the pro- 

posed representation on very long time series from the domain of electricity consumption monitoring, 

simulating the processing of potentially unbound data stream. 

© 2016 Elsevier Inc. All rights reserved. 

1. Introduction 

Many different time series representations were proposed over 

the past years ( Esling and Agon, 2012 ). However, only small por- 

tion of them is applicable on stream data processing as most of the 

transformation procedures are iterative in their nature or they re- 

quire some sort of statistical information about the whole dataset. 

Our primary motivation is to propose a time series representa- 

tion applicable in stream data processing, in domains where very 

long (potentially infinite) time series are produced and where re- 

peating shapes are occurring in the course of the time series. 

The primary application we had in mind when we proposed the 

representation is forecasting and anomaly detection in data such 

as counting metrics running on production or consumption data 

streams, where strong seasonal patterns are occurring. Our prime 

requirement for such a time series representation is incremental 

procedure of the data transformation and symbolic representation 

of reoccurring patterns. 

� This paper is based on J. Sevcech and M. Bielikova, Symbolic Time Series Repre- 

sentation for Stream Data Processing published in the proceedings of the 1st IEEE 

International Workshop on Real Time Data Stream Analytics (part of the BigDataSE- 

15 conference) ( Sevcech and Bielikova, 2015 ). 
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In our work, we are most interested in symbolic representa- 

tions of equally spaced time series as they enable the application 

of methods that are not directly applicable on real-valued data ( Lin 

et al., 2007 ) such as Markov models, suffix trees or many algo- 

rithms from the domain of text processing. An example of such 

representation is SAX ( Lin et al., 2007 ) one of the most widely used 

time series representations. Similarly to the majority of other rep- 

resentations, however, transformation into the SAX representation 

is iterative and cannot be directly applicable to stream data pro- 

cessing as it requires statistical information about the whole trans- 

formed dataset. Examples of other symbolic time series represen- 

tation can be found in Lin et al. (2007) ; Das et al. (1998) ; Baydogan 

and Runger (2014) ; Bagnall et al. (2006) , but they all share the 

same limitation, stream data cannot be directly transformed into 

these representations. 

The representation we propose is based on the symbolic time 

series representation used in Das et al. (1998) for rule discovery 

in time series. Clusters of similar subsequences are used as sym- 

bols in the transformation of time series into sequences of sym- 

bols. This work was influencing many researchers for several years, 

but they found its two major limitations: 

• It is iterative due to the K-means algorithm used for cluster for- 

mation. 
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• It has been proved that the transformation process produces 

meaningless clusters that do not reliably reflect the data they 

were formed from Keogh and Lin (2004) . 

In our work, we address both of these limitations. To be able 

to transform potentially infinite data streams into the proposed 

representation, we use an incremental greedy clustering algorithm 

creating new clusters every time new sequence, sufficiently dis- 

tant from all other clusters, occurs. In previous works multiple 

authors used various techniques to form meaningful subsequence 

clusters. Most of these methods limit the number of sequences 

used in the clustering process by using motifs ( Chen, 2007 ) or 

perceptually important points ( Fu et al., 2005 ). All of these works 

used the K-means algorithm in cluster formation. We hypothesize, 

that not by limiting the number of formed clusters, but by chang- 

ing the clustering algorithm, we will be able to form meaningful 

clusters. 

According to the authors of another study ( Lin et al., 2007 ) 

many symbolic time series representations were proposed, but the 

distance measures on these representations show little correlation 

with the distance measures on original data. To show our repre- 

sentation is not the case, we propose the distance measure SymD 

that returns the minimum distance between time series in the 

representation and we show it lower bounds the Euclidean dis- 

tance on the original time series. To evaluate the applicability of 

time series representation we use the tightness of lower bounds 

(TLB) ( Keogh et al., 2001 ) as it is the current consensus in the 

literature ( Wang et al., 2013 ). 

As the majority of existing time series representations focus on 

processing of static collections of data and we propose our repre- 

sentation to be applicable in stream data processing domain, we 

evaluate the properties of the proposed representation on static 

collections of data as well as on very long time series substitut- 

ing the potentially infinite data streams. 

The rest of the paper is organized as follows. Section 2 in- 

troduces the symbolic time series representation. Section 3 de- 

fines the distance measure on the proposed representation 

and provides the proof it lower bounds the Euclidean dis- 

tance on the original data. An experimental evaluation of prop- 

erties of the proposed representation and distance measure 

on the number of datasets is presented in Section 4 . We 

conclude by summarizing obtained results and by hints on 

future work. 

2. The symbolic representation 

As a base for our time series representation we use an assump- 

tion presented in Giannella et al. (2003) . The authors state that 

frequent patterns extracted from time series data are more sta- 

ble than the time series itself. We use this assumption to form 

the main idea of our representation as to represent time series 

data as a sequence of reoccurring patterns. We search for reoccur- 

ring similar subsequences in the course of the whole data stream 

by clustering subsequences. We transform them into sequences 

of symbols where every subsequence cluster identifier is trans- 

formed into a symbol similarly to the representation proposed in 

Das et al. (1998) . For the purpose of our work, we will refer the 

proposed representation as to Incremental Subsequence Clustering 

( ISC ). 

The transformation of stream data to the ISC representation can 

be divided into three steps: 

1. Split incoming data into overlapping subsequences using run- 

ning window. 

2. Cluster z-normalized subsequences by their similarity. 

3. Use cluster identifiers as symbols, subsequences are trans- 

formed to. In connection with normalization coefficients, these 

symbols approximate the original data. 

As the processed time series may contain some levels of noise 

and trend, the preprocessing step may be introduced into the 

transformation. To remove the noise present in the formed sub- 

sequences and to highlight important parts of the data, some 

level of smoothing can be applied before the symbol formation 

as the introduction of smoothing before the symbols are created 

can produce more stable alphabet of symbols. To find the cor- 

rect level of smoothing, one could use a framework such as the 

one presented in Miao et al. (2015) , based on Minimum Descrip- 

tion Length principle ( Grünwald, 2007 ). In the evaluation of the 

proposed representation presented in this paper however, we did 

not use any smoothing as we did not want to introduce any er- 

ror by omitting minor changes in the shape of the processed 

time series. 

The ISC representation is inspired by the representation pre- 

sented in Das et al. (1998) , with two important differences: 

• we use overlapping symbols and 

• we don’t use K-means algorithm in symbol formation. 

The redundancy contained in overlapping symbols could be 

used to improve the reconstruction accuracy when transforming 

data back to their raw form, and to some extent it is used in the 

similarity measure on the data transformed into ISC (presented in 

later parts of the paper). The main motivation to introduce the 

overlapping symbols however, is to support one of intended appli- 

cations of the time series representation - short term time series 

forecasting. If time series is transformed into a symbolic represen- 

tation with overlapping symbols incrementally, in every moment 

at least the length of the overlapping part of two symbols could 

be used to search for similar shapes in alphabet of symbols. The 

last part of the processed time series could be simply compared to 

early parts of symbols in the alphabet. The later part of the most 

similar symbol from the alphabet can be then used to forecast the 

rest of the symbol’s length. Of course, this would be just the sim- 

plest method which could be extended by employing other simi- 

lar symbols or sequence of symbols occurring earlier in the trans- 

formed time series. 

The main difference of the proposed ISC representation to the 

representation Das et al. (1998) used is the clustering algorithm 

we use for symbol formation. They used K-means, which is iter- 

ative in its nature and requires the number of formed clusters to 

be specified in advance. As shown in Keogh and Lin (2004) , this 

results in meaningless cluster formation as the cluster centre does 

not reflect the data, cluster is formed from, but transforms into a 

shifted sinusoidal shape regardless the shape of the transformed 

data. We chose different approach to symbol formation by not us- 

ing K-menas clustering algorithm. 

We use incremental greedy algorithm not limiting the num- 

ber of clusters but limiting the maximal distance of subsequences 

from the cluster centre. The algorithm assigns subsequence into 

the cluster if its distance from the cluster centre is smaller than 

the predefined threshold (referenced as limit distance). The algo- 

rithm forms new cluster with the subsequence in its centre if no 

cluster with the distance to the processed subsequence lower than 

the maximal distance exists. 
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