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a b s t r a c t 

Approximate computing of non-trivial numeric functions is a well-known design technique and, there- 

fore, used in several different application areas. Its main idea is the relaxation of conventional correct- 

ness constraints to achieve high performance results in terms of throughput and/or energy consumption. 

In this paper we propose an automated approximate design method for the fast hardware generation of 

two-dimensional numeric functions. By using multiplier-less gradients in combination with an advanced 

non-uniform segmentation scheme, high hardware performance is achieved. To qualify our approach, ex- 

haustive evaluation is carried out, considering six different two-variable numeric functions. In a first step, 

a global complexity estimation is performed with varying design constraints on the algorithmic level. Out 

of this, most suitable candidates are selected for logic and physical CMOS synthesis. The results are com- 

pared to actual references highlighting our work as a powerful approach for the hardware-based calcula- 

tion of two-variable numeric functions, especially in terms of throughput and energy consumption. 

© 2016 Elsevier B.V. All rights reserved. 

1. Introduction and related work 

Efficient digital signal processing of mathematical terms and 

expressions has been a fundamental research topic in electrical 

engineering and computer science for decades [1] . Within this 

scope, the calculation of elementary functions 1 by digital means 

is one of the most essential tasks that has been exhaustively stud- 

ied in a considerable number of different applications like mobile 

communications [3,4] , medical devices [5,6] , video, image and 3D 

graphics processing [7–9] , artificial intelligence [10,11] , hardware- 

accelerated simulation [12] , etc.. Moreover, additional research has 

been conducted for numeric functions with a higher number of 

variables. In this case, hand-optimized solutions which are highly 

adapted to a specific application are mostly taken into account 

[13–15] . 

For the signal processing of (one-variable) elementary func- 

tions, three different techniques can be distinguished in general: 

iterative methods, polynomial approximations and ROM-methods 
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1 According to [2] the term “’elementary function” comprises in this paper most 

commonly used functions, e.g., trigonometric functions, root- and exponential- 
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[16] . For further hardware performance 2 improvement, a combi- 

nation of two or more techniques has turned out to be a highly 

feasible approach. For instance, the utilization of ROM-methods 

in conjunction with polynomial approximations leads to piece- 

wise signal processing with a set of sub-functions of reduced com- 

plexity [2] . Further approaches consider iterative methods associ- 

ated with simple polynomial approximations, providing a rough 

but useful start point estimation. Another promising approach is 

to enhance the signal processing performance by quantizing mul- 

tiplicands which results in low-complexity multiplier-less coeffi- 

cients [17] . In all cases, one or more performance criteria are al- 

ways traded off against others. 

Recently, the exploration of efficient numeric function compu- 

tation has been revitalized by the arised paradigm of approximate 

computing [18] . Its objective is to exploit faulty signal processing 

elements, such as transistors, gates or even more complex hard- 

ware units, for an increase of hardware performance, mostly en- 

ergy efficiency [19] . Due to several reasons, e.g., inherent algorith- 

mic resilience or “good-enough” results from the users perspec- 

tive, this effect can be tolerated by various applications, whereas 

the degradation of the resulting accuracy is only marginal or can 

even be neglected. In the scope of approximate computing for 

numeric functions, most research work has focused on elemen- 

2 In this paper the term “hardware performance” summarizes various different 

performace criterias, e.g., timing (delay/latency), complexity or energy 
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tary arithmetic. For example, multi-speculative-adders [20] and - 

multipliers [21] were explored, recently. For the approximate com- 

puting of two-variable (two-dimensional, 2D) numeric functions 

( f ( x 1 , x 2 )) only a few different approaches are available, though, 

these functions appear in a large number of algorithms, e.g., QR- 

decomposition [22] or synchronization [14] . First approaches for 

fault-affected high-throughput hardware realizations for 2D nu- 

meric function approximations (NFAs) have been presented by Na- 

gayama et al. [23] . A bilinear interpolation scheme is exploited 

to achieve high-accuracy NFAs. However, in comparison to one- 

dimensional function approximation techniques, this method re- 

quires comparatively high signal processing effort. Another draw- 

back occurs for symmetric functions ( f (x 1 , x 2 ) = f (x 2 , x 1 ) ): As this 

type of function normally allows to swap the input operands, the 

function range can be evidently decreased. Hence, in the scope 

of piecewise NFAs, this is a welcome feature to reduce the seg- 

mentation effort. However, considering bilinear interpolation poly- 

nomials, additional control effort is required to take advantage 

of this technique, as the coefficients must be reassigned [23] . In 

[24] a first approach for 2D NFA with multiplier-less gradients 

and a piecewise approximation scheme has been introduced with 

very promising results for low-accuracy NFAs. However, consider- 

ing more demanding approximations, the coarse coefficient esti- 

mation technique causes a large number of segments and, conse- 

quently, weakens the overall signal processing performance exces- 

sively. 

In this paper, a novel approach for the automated generation of 

2D linear function approximations is proposed. A hardware design 

method is presented realizing high-performance signal processing 

at runtime. For the coefficient estimation, a linear regression tech- 

nique that bases on the well-known least-squares (LS) method- 

ology is taken as reference. The use of a restricted non-uniform 

segmentation scheme enables fast access to existing sub-functions 

and, consequently, realizes a high throughput. For a further perfor- 

mance increase, several optimization steps are performed on both 

the algorithmic and the hardware level. The hardware mapping is 

performed by transferring the necessary data (parameters) on cus- 

tomizable VHDL template files. As an additional feature, a Matlab- 

based simulation model is generated enabling rapid prototyping in 

an early state of the digital design flow. 

The content of this paper is organized as follows. In 

Section 2 the basic notions and LS fundamentals are introduced. 

Section 3 provides a detailed explanation on the proposed design 

method for 2D NFAs. After that, performance results of selected 

functions are presented and discussed in Section 4 before our work 

is concluded in Section 5 . 

2. Preliminaries 

2.1. Definitions 

Definition 1. A segment denotes a specified (sub-)range of a given 

2D function. In this paper the size of a segment is determined by 

start and end point arguments. 

Definition 2. The maximum error ˜ ε max denotes the maximum dif- 

ference between the (quantized) absolute values of an original 

function and its NFA inside a segment. 

Definition 3. The specified error ε is the user-defined constraint 

determining the maximum tolerable error. 

Definition 4. The resolution denotes the smallest considerable 

value that occurs in the chosen fixed-point format due to digital 

quantization effects 

Definition 5. The quantization factor (QF) denotes the number of 

nonzero digits of multiplier-less gradient coefficients. 

Definition 6. The quantization function of multiplier-less gradients 

Q QF ( · ) calculates the (floored) quantized fixed point value of a real 

number which can be realized by the accumulation of q partial 

products (QF = q ). 

2.2. Least-squares-based linear regression 

Linear (multiple) regression is a method to model the relation- 

ship among independent variables x 1 , . . . , x D and a response vari- 

able y [25] . The linear relationship can be approximated by the re- 

gression model 

y = f (x 1 , . . . , x D ) + ˜ ε R = β0 + β1 x 1 + . . . + βD x D + ˜ ε R , (1) 

where β0 , . . . , βD are called regression coefficients and ˜ ε R is a ran- 

dom error term. A data set of n units with D uncorrelated input 

variables can be summarized in a design matrix X 

X = 

⎛ 

⎜ ⎜ ⎝ 

1 x 11 . . . x 1 D 
1 x 21 . . . x 2 D 
. . . 

. . . 
. . . 
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⎞ 

⎟ ⎟ ⎠ 
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x 

T 
n 

⎞ 

⎟ ⎟ ⎠ 

, (2) 

where the first column, filled by ones, refers to the constant β0 . 

According to the design matrix, Eq. (1) can be written in vector 

form as 

y = X β + ˜ ε R . (3) 

In this paper a linear LS approach is taken into account for the 

generation of the 2D NFAs (see Section 3 ). Mathematically speak- 

ing, the sum of squared differences between modeled and acquired 

data values is minimized. As long as the design matrix X has 

linearly independent columns, the LS-solution of the approach is 

unique. In order to estimate the coefficients β, Eq. (3) can be trans- 

posed to 

˜ ε R = y − X β . (4) 

The vector of the LS estimator βLS is obtained by minimizing 

the sum of squares 

L = 

n ∑ 

i =1 

˜ ε 

2 
R ,i = 

˜ ε 

T 
R ̃  ε R = (y − X βLS ) 

T (y − X βLS ) . (5) 

The estimator must satisfy δL / δβ| βLS 
= 0 , resulting in 

βLS = (X 

T X ) −1 X 

T y . (6) 

Based on the fitted regression model the output value for a vec- 

tor of input variables can be estimated by 

y 
LS 

= βLS , 0 + βLS , 1 · x 1 + . . . βLS ,d · x D . (7) 

For the proposed 2D function approximation method, the num- 

ber of input variables is set to the number of operands ( D = 2 ). 

3. Approximate synthesis of 2D functions 

As briefly mentioned in Section 1 , the main idea of our work 

is the automated transfer of a given original 2D function f ( x 1 , x 2 ) 

to a corresponding NFA hardware architecture. In order to pro- 

vide accuracy-driven hardware design, the resulting approximation 

quality has to be specified in advance considering the error con- 

straint ε. This method can be interpreted as a synthesis step for 

digital hardware design of 2D numeric functions with an user- 

defined accuracy. 
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