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a  b  s  t  r  a  c  t

For  data  pre-processing  of SVMs,  many  scholars  tried  to find  those  samples,  which  would  become  support
vectors.  Generally,  support  vectors  locate  in  the  overlap  regions,  which  are  between  different  classes.  But
overlap  region  does  not  always  exist.  In  this  paper,  a new  method  is  proposed  to  find  the  boundary  regions
of  each  class  instead  of  overlap  regions.  This  method  could  deal  with  the  dataset  without  overlap  regions.
Summing  the  cosine  of the  sample-neighbor  angle,  the sum  ranges  from  0 to  k. When  the  sample  locates
in  the boundary  region  of data  distribution,  the  sum  would  be close  to  k; when  the  sample  locates  in
the  interior  of the  data  distribution,  the  sum  would  be close  to  0.  Using  cosine  sum,  the  samples  locating
in  the  interior  of each  class  can  be disposed  before  SVMs  training.  Experimental  results  show  that  the
proposed  method  can  solve  the  problem,  which  the methods  based  on  finding  overlap  regions  cannot
deal  with.

© 2013  Elsevier  B.V.  All  rights  reserved.

1. Introduction

Support vector machine is a classical machine learning tech-
nology [1,2]. It has been widely used in many fields such as face
recognition [3–5], gene selection [6], text categorization [7], and
novelty detection [8]. Since Support vector machine needs to solve
a quadratic programming [1,2]. The time complexity and space
complexity are both very high. This limits the application of the sup-
port vector machine in large-scale datasets. In order to solve this
problem, many scholars researched it and proposed many meth-
ods. Osuna proposed the decomposition algorithm, which fixed the
working set size [9]. Platt proposed SMO  algorithm, which only
preserved 2 samples in the working set [10]. It can be deemed as
a special case of decomposition algorithm. Tsang proposed core
vector machine, which is based on minimum core-set [11]. The
aim of those algorithms is to reduce the size of working set. Fung
G replaced the inequality constraints of quadratic programming
with equality constraints in order to avoid solving quadratic pro-
gramming [12]. Joachims applied cutting plane methods to SVM
[13]. Keerthi proved that solving the problem of maximum mar-
gin is equivalent to solving the problem of the minimum distance
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between two convex polytopes [14]. Only the samples on the con-
vex hull influence on solving the problem of the minimum distance
between two convex polytopes.

Another solution is to select a subset of training set. It can reduce
the complexity of the original problem. A novel method, finding
boundary regions of each class is proposed in this paper. Using
boundary regions of each class to represent original set could avoid
the assumption that there are overlap regions in training set, which
proposed by Shin [19].

The remaining part of this paper is organized as follows. Related
work will be introduced in Section 2. A novel method for reducing
training set is proposed in Section 3. Section 4 provides the experi-
mental results of the proposed method. Discussion and conclusive
remarks are provided in Section 5.

2. Related work

The final classifier learnt by support vector machine is only rel-
evant to support vectors. The other non-support vectors do not
affect it. Merely preserving the support vectors, the accuracy of
support vector machine does not deteriorate. Many scholars tried
to select a special subset to represent the training set. Lee chose the
subset by random selection and proposed Reduced SVM algorithm
[15]. Almeida clustered the training set into several categories and
used the center of each category to represent them [16]. The cluster
method he used is K-means. Koggalage [17] and Zheng [18] also had
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done similar research. The disadvantage of those clustering-based
methods is that the performance of cluster algorithm is usually
unstable. A related performance comparison was given by Liu and
Nakagawa [29].

Generally, the samples become support vectors usually locate
near the separation plane. Shin and Cho defined overlap region
and proved that there is no difference between the original dataset
and the selected subset, which consists of the samples in over-
lap regions. He found that there are more heterogeneous samples
among k-nearest neighbors when the sample locates near the
separation plane [19]. According to neighborhood properties, he
proposed two measures: Neighbors Entropy and Neighbors Match.1

The Neighbors Entropy and Neighbors Match are both greater than
0 when the sample locates near the separation plane. Neighbors
Entropy is defined by formula (1).

Neighbors Entropy(xi, k) =
J∑

j=1

Pj · logJ
1
Pj

(1)

The parameter ‘k’ represents the number of nearest neighbors.
The ‘Pj’ is defined by (kj/k), ‘kj’ represents the number of neighbors,
which belong to class j.

Neighbors Match is defined by formula (2).

Neighbors Match(xi, k) =
∣∣{xi|label(xi) = label(xj), xj ∈ kNN(xi)}

∣∣
k

(2)

The kNN(xi) is the list of k-nearest neighbors.
If there is no sample with class j (kj = 0) in kNN(xi) (Pj = 0), the

definition of Neighbors Entropy would be no sense.
Chang proposed scoring function to detect concept boundary

[20].2 And scoring function was defined by formula (3). The ‘�j’ is
defined as the square of the distance from xi to the nearest neighbor
with the opposite class.

c(xi, xj) = exp
(

−||xi − xj|| − �j

�

)
, xj ∈ kNN(xi) (3)

It is determined by formula (4) whether a sample is preserved
or not. When ‘Sxi

’ is greater than 0, the sample is reserved.

Sxi
= 1

#xj

∑
xi s.t. xj ∈ kNN(xi)

c(xi, xj) (4)

The ‘ # xj’ is defined as the number of neighbors with the oppo-
site class. The ‘� ’ is defined as the mean of ||xi − xj||22 − �j . Similarly
to Neighbors Entropy, the definition of ‘�j’ is also meaningless when
there is no neighbor with opposite class among k-nearest neigh-
bors.

The above two methods could find the overlap regions of a
dataset. But in some cases, there is no overlap region between
different classes, such as in Fig. 1. These methods are invalid.

In this paper, we try to find the boundary regions of each class
instead. It could avoid assuming that there are overlap regions
between different classes.

3. A novel method to reduce the training set

The information of a sample contains is relevant to its location.
And the location can be determined by its neighbors’ distribution.
We first define mass center and then discuss neighbors’ distribution
properties.

1 We use NPPS to represent his method.
2 We use CBD to represent his method.

Fig. 1. A two-class dataset without overlap region (‘+’ is one class; ‘*’ is the other
class).

Definition 3-1(mass center). D is a dataset and xi(i = 1, 2, . . .,  k) ∈ D
are the k-nearest neighbors of x0 ∈ D. The mass center of the neigh-
borhood sphere, which is formed by xi(i = 1, 2, . . .,  k) ∈ D, is defined
as: x̄k = (1/k)

∑k
i=1xi.

In Fig. 2, the neighborhood sphere of x0 is divided into 2 parts
by a hyperplane (AB), which is perpendicular to x0 − x̄k. ‘x0’ is a
sample in dataset D, while x̄k is mass center. We  define the part,
which mass center locates in, as D1 and the other part as D2.

Obviously, the distribution of neighbors in D1 (D2) can be clas-
sified into two  cases: (1) the number of neighbors in D1 is close to
the number of neighbors in D2, as shown in Fig. 3; (2) the num-
ber of neighbors in D1 is far more than the number of neighbors in
D2, as shown in Fig. 4. Because the mass center locates in D1, it is
impossible that the number of neighbors in D1 is far less than the
number of neighbors in D2.

In case 1, the sample usually locates in the interior of the data
distribution; in case 2, the sample usually locates near the boundary
of the data distribution. We  proposed the following two definitions.

Definition 3-2(sample-neighbor angle). � is defined as the angle
between x0 − x̄k and x0 − xi. (x̄k is mass center, x̄k = (1/k)

∑k
i=1xi).

The cosine of � is defined by formula (5).

c0,i = cos
(

�
)

= 〈x0 − x̄k, x0 − xi〉
||x0 − x̄k||||x0 − xi||

(5)

According to the Definition 3-2, it can be easily obtained that
when the neighbor locates in D1, the angle � < (�/2) and formula

Fig. 2. The definitions of D1 and D2.
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