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a b s t r a c t

It has been recently advocated that in large communication systems it is beneficial both
for the users and for the network as a whole to store content closer to users. One particular
implementation of such an approach is to co-locate caches with wireless base stations.
In this paper we study geographically distributed caching of a fixed collection of files. We
model cache placementwith the help of stochastic geometry and optimize the allocation of
storage capacity among files in order to minimize the cache miss probability. We consider
both per cache capacity constraints as well as an average capacity constraint over all
caches. The case of per cache capacity constraints can be efficiently solved using dynamic
programming, whereas the case of the average constraint leads to a convex optimization
problem. We demonstrate that the average constraint leads to significantly smaller cache
miss probability. Finally, we suggest a simple LRU-based policy for geographically dis-
tributed caching and show that its performance is close to the optimal.

© 2017 Elsevier B.V. All rights reserved.

1. Introduction

We consider caching of a collection of files by a set of geographically distributed storage devices with wireless
communications capabilities and randomnetwork coding. Clients can retrieve cached data fromall devices that arewithin its
connectivity radius. Since the caching devices have limited storage capacity, not all files can be stored in all caches. Therefore,
there is a positive probability that a file that is requested by a client cannot be retrieved from the caching devices that are
within range and a cache miss occurs. The general aim of this paper is to optimize the cache allocation so to minimize the
cache miss probability.

It has been recently advocated that in large communication systems it is beneficial both for the users and for the network
as awhole to store content closer to users. This idea can be realized by Information Centric Networking (ICN), a newparadigm
for the network architecture where the data is addressed by its name or content directly rather than by its physical location.
There is no predefined location for the data in ICN and the content is naturally cached along the retrieval path. Examples of the
ICN architecture are CCN/NDN [1], DONA [2] and TRIAD [3]. Our results can be useful for the design of the wireless networks
with the ICN architecture in which case cellular base stations also serve as caches. Wireless sensor networks represent
another potential application of our results. Sensors have severe limitation on both memory and transmission capability. It
might be useful for sensors to have access to some aggregated characteristics in addition to the local ones. In such a case,
our results provide optimal distributed allocation of the aggregated characteristics.

Let us elaborate on the problem formulation in further details. Storage (or caching) devices are placed in the plane
according to a homogeneous spatial Poisson process. The homogeneous spatial Poisson process is accepted for modeling
the location of base stations providing a good compromise between realistic representation of the wireless network and
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mathematical tractability [4–6]. For some cases, e.g., for Sydney base station network [7], it has been shown that the spatial
homogeneous Poisson process represents very well the distribution of base stations. In other cases, a non-homogeneous
Poisson process can be more appropriate for modeling the distribution of base stations. In fact, some results of the present
work can be extended to the case of non-homogeneous Poisson process and we discuss such extensions later in the paper.
The size of the file catalog is finite and fixed. A client will request one of the files from the catalog at random according to
a known file popularity distribution that is the same for all clients. In particular, for numerical illustration purpose we will
consider the case that file popularities follow a Zipf distribution. For the sake of tractable performance evaluation analysis,
we make a technical assumption that files consist of the same number of chunks of a fixed size. We suggest to use random
linear network coding, in which case linear combination of chunks can be stored in the caching devices. As was shown
in [8], the network coding based allocation strategy outperforms a strategy without coding for a wide range of performance
measures and any spatial distribution of caches.

Our interest in the current paper is in the case when the caches are reachable only within a fixed distance to the client.
This is a standard model in wireless networks which gives high level but still quite accurate representation of a wireless
connection [4,5]. Our goal is to minimize the cache miss probability, which is the probability that a client cannot get the
requested file from the caches within range. Since the probability of not recovering a file from coded chunks is negligible in
comparison to the overall cache miss probability, we concentrate solely on the calculation of the cache miss probability and
on the optimization of the system with respect to this metric.

We havemultiple files and a limitedmemory in each storage device. Thus, the question is howmany linear combinations
of each file to store in a particular storage device. Initially, we consider the case when we make the same allocation in all
caches, i.e., each cache stores the same number of linear combinations of each file. As a consequencewe guarantee a capacity
constraint on each individual cache.We formulate an optimization problemwith a non-convex objective function and linear
constraints. We demonstrate that this problem is a generalization of an unbounded knapsack problem [9]. In particular it is
a separable nonlinear integer program, which can be solved using dynamic programming. In addition to providing a formal
statement of this result, we give exact closed form results for some special cases of the problem as well as insight into the
structure of the solution in the general case.

The above formulation leads to the same allocation in each storage device, which likely leads to inefficient memory
utilization and to the lack of file diversity. Thus, we then turn our attention to a relaxation of the problem in which, instead
of imposing a hard capacity constraint on each of the caches, we require that the average storage space used in the caches
is upper bounded. In particular, we consider cache allocation strategies in which the number of linear combination to store
for a file in a cache is a random variable. The number of such combinations is independently and identically decided for each
cache. We impose an average capacity constraint on the number of chunks stored in a caching device, where the average
is over the caching devices. We analyze the resulting optimal strategy for the case when files consist of a single piece and
show that the performance under an average capacity significantly outperforms the optimal performance under a per cache
capacity constraint.

Finally, we consider a dynamic scenario when the clients arrive over time. We study two LRU-based caching policies,
cooperative and fully distributed. Bothpolicies demonstrate that performance is not far from the optimal one and that there is
a small loss of efficiency in the fully distributed case compared to the cooperative case. This indicates that a simple distributed
LRU-based caching policy can be safely deployed in practice for geographically distributed caches. Also, it indicates that our
results on the optimal placement policies can provide insight into the performance in the dynamic setting.

Let us outline the organization of the paper. In Section 3 we define the model, discuss the constraints and optimization
criterion. The problem with per cache constraints is analyzed in Section 4. In particular, we provide structural insight into
the optimal storage allocation strategy and show that the problem is a generalization of the unbounded knapsack problem
and can be solved by dynamic programming approach. Then, in Section 5 we introduce the average constraint, which makes
memory usage more efficient and increases file diversity. In an important particular case we are able to solve the average
constraint problem in a closed form. In Section 6 we present distributed and cooperative LRU-based policies. In Section 7
we demonstrate that the performance of the distributed LRU-based policy is not far from the optimal performance. The
numerical results of Section 7 also confirm that the average constraint in comparison with the per cache constraint, brings
improved efficiency and file diversity. Finally, in Section 8 we provide a discussion of our results and an outlook on future
research.

2. Related work

Literature on caching is vast. Therefore, we limit our discussion to work on caching which we feel is most relevant to the
present work. The application of network coding for distributed storage is studied in [10] and in [11,12] specifically for the
case of content distribution in wireless networks. The use of coding was also explored in [13] where it was shown how to
efficiently allocate the data at caches with the aim of ensuring that any sufficiently large subset of caches can provide the
complete data. The difference with the current work is that we are taking the geometry of the deployment of the storage
devices into account. In [14], see also [15], coding strategies for networks of caches are presented, where each user has access
to a single cache and a direct link to the source. It is demonstrated how coding helps to reduce the load on the link between
the caches and the source. Note that we assume that different transmissions from caches to the clients are orthogonal,
for instance by separating them in time or frequency. In [16] the impact of non-orthogonal transmissions is considered and
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