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A B S T R A C T

Several authors have compared the impact of Big Data to the environmental impact of

industrialisation (Kuneva, 2009, Schneier, 2013, Hirsch, 2006). This analogy seems useful: like

the exhaust and use of chemical compounds, the omnipresent generation and subse-

quent use of personal data can impact individuals as well as society as a whole. Similarly

to the effects of industrialisation, adverse side-effects of datafication on individuals, soci-

eties and ecosystems could manifest themselves only years later and in seemingly unrelated

contexts.

Industrialised societies have enacted laws in response to the adverse environmental effects

of industrialisation. Theories from modern sociology and public awareness have played a

significant role in this process. Similarly, the European Union has enacted the General Data

Protection Regulation to address the risks of processing of personal data. But laws tend to

come only after any negative impact has become sufficiently apparent. This has spurred

the introduction of precaution- and discourse-based management of unknown risks. The

GDPR appears to implement these risk management mechanisms less extensively than current

environmental protection laws.

As with the effects of industrialisation, the side-effects of datafication cannot be en-

tirely known in advance. Privacy is currently a prime concern, but datafication can also affect

entire societies if it results in a “digital panopticon”. Considering the influence of Risk Society

Theory and Normal Accident Theory, two important social theories concerning industrial

hazards, this article proposes a number of areas where future iterations of data protection

law can be developed.
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1. Introduction: looking into the rear
view mirror

Data protection law and environmental protection law are both
a response to technological development. Environmental law

aims to mitigate the adverse effects of industrialisation and its
origins can be traced back to nuisance law from Roman times.1

These effects can manifest themselves at different levels, from
the immediate surroundings of industrial activity, to the entire
world. Similarly, data protection law is societies’ response to
automation.The first legal response to the processing of personal
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data stems from the 1970s and 1980s.2 Until now, data pro-
tection appears to have been treated mainly as an individual
fundamental human right, whereas environmental law has
become a means for protecting communities and societies.

Environmental law has been expanding towards human
rights law. Environmental protection has been added to the EU
catalog of fundamental rights in 2010. It is now not only a duty
of care for societies but also an individual right.3 In contrast,
expansion of the scope of data protection law towards pro-
tecting entire societies is not so easily visible. In the recently
adopted General Data Protection Regulation (GDPR), the right
to data protection is still mainly seen as an individual right,
even though the advent of “big data” (resulting from the seem-
ingly unstoppable trend of “datafication”)4 can be expected to
have a serious impact on entire societies. An explanation may
be that the risk to individual privacy is easily visible. Many
of these risks occur when data subjects act as consumers:
the permanent collection of metadata on telecommunica-
tions, shopping, media streaming and social networks all rely
on consumer contracts for lawfulness, and can reveal many
deeply personal aspects of one’s life.5 But the risk of large-
scale surveillance to a free and democratic society may be
equally or even more important. Datafication has been called
“the pollution problem of the digital age.”6 Big data will cause
power to shift from data subjects to data controllers, regard-
less of whether the controller is a government or a private party.7

Big data can increase or cement social inequalities.8 It risks re-
introducing the chilling effects on personal freedoms historically
associated with police states.

According to Baldwin, regulation can be seen as “being in-
herently about the control of risks”.9 Social theories about risk

appear to have influenced environmental law much more than
data protection law. The EU’s recent data protection legisla-
tion efforts were almost completely focused on individual
rights.10 But to achieve a balanced data protection policy, con-
sidering the risks and benefits of datafication to society is just
as necessary. Like in environmental law, the rights of data sub-
jects will always necessarily be weighed against the rights of
other data subjects, data controllers and the interests of society
as a whole.11 Already in 2006, Hirsch indicated a number of
analogies between environmental law and data protection law,
mainly focusing on regulatory strategies.12

This article focuses on two theories from the social sci-
ences that have discernibly influenced environmental law and
policy: Beck’s theory of the risk society and Perrow’s theory
of normal accidents. Because the risks of datafication and
industrialisation both result from technological progress and
both pose risks at the societal level, considering the application
of these social theories to data protection seems appropriate.
In this context, this contribution aims to answer the following
question:

What avenues for the future development of consumer data
protection law can be gleaned from the application of Risk
Society Theory and Normal Accident Theory in environmen-
tal protection law?

This question will be approached through the following
sub-questions:

◆ How is Risk Society Theory relevant to data protection law
and policy?

◆ How is Normal Accident Theory relevant to data protec-
tion law and policy?

◆ To what extent does the General Data Protection Regula-
tion apply both theories in its risk management model?

◆ What does this analysis indicate for the future of the con-
sumer data protection debate?

The discussion will be limited to the jurisdiction of the Eu-
ropean Union and will consider the text of the General Data
Protection Regulation (GDPR), which will apply from May 25,
2018.13
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6 Bruce Schneier, ‘Power in the Age of the Feudal Internet’ in Wolf-
gang Kleinwächter (ed), Internet and Security (Internet & Gesellschaft
Collaboratory 2013) 19 <http://en.collaboratory.de/w/Power_in_the
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ment and of the Council on the Protection of Individuals with Regard
to the Processing of Personal Data and on the Free Movement of
Such Data (General Data Protection Regulation)” and “Directive
of the European Parliament and of the Council on the Protection
of Individuals with Regard to the Processing of Personal Data by
Competent Authorities for the Purposes of Prevention, Investiga-
tion, Detection or Prosecution of Criminal Offences or the Execution
of Criminal Penalties, and the Free Movement of Such Data”’
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persons with regard to the processing of personal data and on the
free movement of such data, and repealing Directive 95/46/EC
(General Data Protection Regulation), OJ L 119, p. 1, 4.5.2016.

ARTICLE IN PRESS

Please cite this article in press as: Michiel Rhoen, Rear view mirror, crystal ball: Predictions for the future of data protection law based on the history of environmental pro-
tection law, Computer Law & Security Review: The International Journal of Technology Law and Practice (2017), doi: 10.1016/j.clsr.2017.05.010

2 c om pu t e r l aw & s e cu r i t y r e v i ew ■ ■ ( 2 0 1 7 ) ■ ■ –■ ■

http://en.collaboratory.de/w/Power_in_the_Age_of_the_Feudal_Internet
http://en.collaboratory.de/w/Power_in_the_Age_of_the_Feudal_Internet
https://www.wired.com/2008/03/securitymatters-0306/
https://www.wired.com/2008/03/securitymatters-0306/
http://policyreview.info/articles/analysis/beyond-consent-improving-data-protection-through-consumer-protection-law
http://policyreview.info/articles/analysis/beyond-consent-improving-data-protection-through-consumer-protection-law
http://policyreview.info/articles/analysis/beyond-consent-improving-data-protection-through-consumer-protection-law
http://hdl.handle.net/11245/1.434236


Download English Version:

https://daneshyari.com/en/article/4957842

Download Persian Version:

https://daneshyari.com/article/4957842

Daneshyari.com

https://daneshyari.com/en/article/4957842
https://daneshyari.com/article/4957842
https://daneshyari.com

