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a b s t r a c t 

In this paper the approximability of parallel machine scheduling problems with resource consuming jobs 

is studied. In these problems, in addition to a parallel machine environment, there are non-renewable 

resources, like raw materials, energy, or money, consumed by the jobs. Each resource has an initial stock, 

and some additional supplies at a-priori known moments in time and in known quantities. The schedules 

must respect the resource constraints as well. The optimization objective is either the makespan, or the 

maximum lateness. Polynomial time approximation schemes are provided under various assumptions, 

and it is shown that the makespan minimization problem is APX-complete if the number of machines is 

part of the input even if there are only two resources. 

© 2016 Elsevier B.V. All rights reserved. 

1. Introduction 

In Supply Chains, non-renewable resources like raw materials, 

or energy are taken into account from the design through the op- 

erational levels. Advanced planning systems explicitly model and 

optimize their usage at various planning levels, see e.g., Chapters 

4, 9 and 10 of Stadtler and Kilger (2008) . In this paper, we focus 

on short-term scheduling, where in addition to machines, there 

are non-renewable resources consumed by the jobs. Each non- 

renewable resource has an initial stock, which is replenished at a- 

priori known moments of time and in known quantities. 

More formally, there are m parallel machines, M = 

{ M 1 , . . . , M m 

} , a finite set of n jobs J = { J 1 , . . . , J n } , and a fi- 

nite set of non-renewable resources R consumed by the jobs. Each 

job J j has a processing time p j ∈ Z + , a release date r j , and resource 

requirements a i j ∈ Z + from the resources i ∈ R . Preemption of 

jobs is not allowed and each machine can process at most one 

job at a time. The resources are supplied in q different time 

moments, 0 = u 1 < u 2 < · · · < u q ; the vector ˜ b � ∈ Z 

|R| 
+ represents 

the quantities supplied at u � . A schedule σ specifies a machine 

and the starting time S j of each job and it is feasible if (i) on every 

machine the jobs do not overlap in time, (ii) S j ≥ r j for each j ∈ J , 

and if (iii) at any time point t the total supply from each resource 

is at least the total request of those jobs starting not later than 
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t , i.e., 
∑ 

(� : u � ≤t) 
˜ b �i ≥

∑ 

( j : S j ≤t) a i j , ∀ i ∈ R . We will consider two 

types of objective functions: the minimization of the maximum 

job completion time (makespan) defined by C max = max j∈ J C j ; and 

the minimization of the maximum lateness, i.e., each job has a 

due-date d j , j ∈ J , and L max := max j∈J (C j − d j ) . Clearly, L max is a 

generalization of C max . 

Assumption 1. 
∑ q 

� =1 
˜ b �i = 

∑ 

j∈J a i j , ∀ i ∈ R , holds without loss of 

generality. 

Since the makespan minimization problem with resource con- 

suming jobs on a single machine is NP-hard even if there are only 

two supply dates ( Carlier, 1984 ), all problems studied in this paper 

are NP-hard. 

Scheduling with non-renewable resources has a great practical 

interest. Chapter 4 of Stadtler and Kilger (2008) describes exam- 

ples in consumer goods industry and in computer assembly, where 

purchased items have to be taken into account at several planning 

levels including short-term scheduling which is the topic of the 

present paper. Herr and Goel (2016) study a scheduling problem 

arising in the continuous casting stage of steel production. A 

continuous caster is fed with ladles of liquid steel, where each 

ladle contains a certain steel grade and has orders allocated to 

it that determine a due date. The liquid steel is produced from 

hot iron supplied by a blast furnace with a constant rate. The 

sequence of ladles, including setups between ladles of different 

setup families, is not allowed to consume more hot metal than 

supplied by the blast furnace. Belkaid, Maliki, Boudahri, and Sari 

(2012) study a problem of order picking in a platform with a 
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distribution company that leads to the model considered in this 

paper. In Carrera, Ramdane-Cherif, and Portmann (2010) , a similar 

problem is investigated in a shoe-firm. Further applications can be 

found in Section 2 . 

In this paper we take a theoretical viewpoint and analyze 

the approximability of parallel machine scheduling problems aug- 

mented with non-renewable resources. We believe that our study 

leads to a deeper understanding of the problem, that may facilitate 

the development of efficient practical algorithms. 

1.1. Terminology 

An optimization problem � consists of a set of instances, where 

each instance has a set of feasible solutions , and each solution has 

an (objective function) value. In a minimization problem a feasi- 

ble solution of minimum value is sought, while in a maximization 

problem one of maximum value. An ε-approximation algorithm for 

an optimization problem � delivers in polynomial time for each 

instance of � a solution whose objective function value is at most 

(1 + ε) times the optimum value in case of minimization prob- 

lems, and at least (1 − ε) times the optimum in case of maximiza- 

tion problems. For an optimization problem �, a family of approx- 

imation algorithms { A ε } ε > 0 , where each A ε is an ε-approximation 

algorithm for � is called a Polynomial Time Approximation Scheme 

(PTAS) for �. 

Observation 1. For a PTAS for some problem �, it is sufficient to 

provide a family of algorithms { A ε } ε > 0 where each A ε is an c · ε- 

approximation algorithm for �, where the constant factor c does 

not depend on the input or on ε. Then, letting ε := δ/ c , we get a 

PTAS { A ( δ/ c ) } δ > 0 for �. 

We use the standard α| β| γ notation for scheduling problems 

( Graham, Lawler, Lenstra, & Kan, 1979 ), where α denotes the pro- 

cessing environment, β the additional restrictions, and γ the ob- 

jective function. In this paper, α = P m, which indicates m parallel 

machines for some fixed m . In the β field, ’ rm ’ means that there 

are non-renewable resource constraints, rm = r indicates |R| = r. 

Further options are q = const meaning that the number of supplies 

is a fixed constant, r j indicates job release dates, while the restric- 

tion # { r j : r j < u q } ≤ const bounds the number of distinct job re- 

lease dates before the last supply date u q by a constant. For a set 

H , we define p ( H ) := 
j ∈ H p j . 
Throughout the paper we will consider monotone objective 

functions F max that satisfy the following conditions: 

(i) F max is monotone increasing in the job completion times, 

i.e., F max (C 1 , . . . , C n ) ≤ F max (C ′ 1 , . . . , C ′ n ) , for arbitrary 0 ≤ C j ≤
C ′ 

j 
, j = 1 , . . . , n, 

(ii) Its value does not grow faster than the value of any of its 

arguments, i.e., F max (C 1 + δ, . . . , C n + δ) ≤ F max (C 1 , . . . , C n ) + δ
for any δ ≥ 0, 

(iii) On any instance, and for any feasible schedule, F max is at 

least u q . 

Notice that e.g., the makespan, and the maximum lateness in- 

creased by some (instance dependent) constant satisfy the above 

properties, but the total completion time does not. From now on 

F max denotes an arbitrary monotone objective function. 

1.2. Main results 

If the number of the machines is part of the input, then we 

have the following non-approximability result: 

Theorem 1. Deciding whether there is a schedule of makespan 2 with 

two non-renewable resources, two supply dates and unit-time jobs on 

an arbitrary number of machines ( P | rm = 2 , q = 2 , p j = 1 | C max ≤ 2 ) 

is NP-hard. 

Corollary 1. It is NP-hard to approximate problem P | rm = 2 , q = 

2 , p j = 1 | C max ≤ 2 better than 3 / 2 − ε for any ε > 0 . 

By assumption 1 , the optimum makespan is at least u q , there- 

fore, a straightforward two-approximation algorithm would sched- 

ule all the jobs after u q . Therefore, we have the following result. 

Corollary 2. P | rm = 2 , q = 2 , p j = 1 | C max is APX-complete. 

The following result helps to obtain polynomial time approxi- 

mation schemes for the general problem P [ m ]| rm , r j | F max , provided 

that we have a family of approximation algorithms for restricted 

versions of the problem. 

Proposition 1. In order to have a PTAS for P [ m ]| rm , r j | F max , it suf- 

fices to provide a family of algorithms { A ε } ε > 0 such that A ε is an 

ε-approximation algorithm for the restricted problem where the sup- 

ply dates and the job release dates before u q are from the set { �εu q : 

� = 0 , 1 , 2 , . . . , � 1 /ε	} . 
Using Proposition 1 , we can prove the following result: 

Theorem 2. P m | rm = const., r j | C max admits a PTAS. 

Notice that a PTAS has been known only for 1 | rm = const, q = 

const, # { r j : r j < u q } ≤ const| C max ( Györgyi & Kis, 2015b ). If the jobs 

are dedicated to machines, we have an analogous statement: 

Theorem 3. P m | rm = const., r j , d d c| C max admits a PTAS. 

Now we turn to the L max objective. Since the optimum lateness 

may be 0 or negative, a standard trick is to increase the lateness of 

the jobs by a constant that depends on the input. In our case, let 

L ′ max := max j { C j − d j + D } , where D := max j∈J { d j } + u q . Note that 

this function satisfies the conditions (i)–(iii), thus it is a mono- 

tone objective function. In order to provide a PTAS for the late- 

ness objective, we have to assume that the processing times are 

proportional to the resource consumptions. Such a model with the 

makespan objective has already been studied in Györgyi and Kis 

(2015b) . 

Theorem 4. If L ′ max is defined as above, then P m | rm = 1 , p j = 

a j | L ′ max admits a PTAS. 

In Table 1 we summarize known and new approximability re- 

sults for scheduling resource consuming jobs in single machine 

as well as in parallel machine environments, when preemption of 

processing is not allowed, and the resources are consumed right at 

starting the jobs. The table contains results for the makespan, the 

maximum lateness, and the weighted completion time objectives. 

These results complement the large body of approximation algo- 

rithms for NP-hard single and parallel machine scheduling prob- 

lems ( Williamson & Shmoys, 2011 ). 

1.3. Structure of the paper 

In Section 2 we summarize previous work on machine schedul- 

ing with non-renewable resources. In Section 3 we prove our 

hardness result Theorem 1 . Then in Section 4 we establish 

Proposition 1 . In Sections 5.2, 6 , and 7 we prove Theorems 2, 3 , 

and 4 , respectively. Finally, we conclude the paper in Section 8 . 

2. Previous work 

Scheduling problems with resource consuming jobs were in- 

troduced by Carlier (1984) , Carlier and Rinnooy Kan (1982) , and 

Slowinski (1984) . In Carlier (1984) , the computational complexity 

of several variants with a single machine was established, while in 
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