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Abstract 
 
Inference approaches in Arabic question answering systems are in their first steps if we compare them with other languages. 
Evidently, any user is interested in obtaining a specific and precise answer to a specific question. Therefore, the challenge of 
developing a system capable of obtaining a relevant and concise answer is obviously of great benefit. This paper deals with 
answering questions about temporal information involving several forms of inference. 
Keywords: temporal inference, Arabic Language, several forms of inference, Natural language processing. 
 
 
 
 
1. Introduction 
 

Over the years, the problems of temporal analysis in Natural Language Processing (NLP) have been addressed 
with various approaches, ranging from heavily inference-oriented to mostly NLP motivated ones 1. This analysis 
varies from one study to another. Although all of these approaches have their own strengths in providing the 
infrastructure required for representing and reasoning about time in NLP, few of them can at the same time deal 
with sophisticated inferences. 
 

Advances in Natural Language Processing (NLP), Information Retrieval techniques (IR) and Information 
Extraction (IE), have given Question/answering systems (QA) a strong boost.QA have started incorporating NLP 
techniques to parse natural language documents, extract entities, resolve anaphora, and another language 
ambiguities 2. In order to develop question answering capabilities, we believe that large corpuses of questions and 
answers that are based on temporal information should be discovered. In this paper, we focus on the task of question 
answering in Arabic by thinking of an approach which can improve the performance of traditional Arabic question 
answering 
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systems for handling temporal inference. Obviously, any user is interested in obtaining a specific and precise answer 
to a specific question 3. Therefore, the challenge of developing a system capable of obtaining a relevant and concise 
answer is obviously of great benefit.   

The challenge becomes huge when we try to automatically process a complex natural language, such as Arabic. 
This complexity is mainly due to the inflectional nature of Arabic. The situation gets worse. When we talk about the 
considerable lack of resources in general and the Arabic NLP (ANLP) community which still suffers from the lack 
of free available annotated corpora. In this paper, we propose an approach for the resolution of temporal information 
in particular, we focus on putting forward a practical way for handling, temporal inference. The proposed method in 
this paper is based on the Arabic Wikipedia. 
 
 
2. Particularity of time constraints in the Arabic language 
 

The possibility of automatically tracking temporal information, capturing changes relating to events from text 
documents, is a new challenge in the field of information retrieval (IR), specifically temporal information retrieval 
(TIR) and natural language processing (NLP). There are many research studies on the extraction of temporal 
information in other languages that use Latin alphabets, such as English, French, or Spanish, however the Arabic 
language is still not well supported in TIR and therefore needs to be inquired. 
 

In Arabic text documents, extraction of temporal entities is a hard task due to the morphology of the Arabic 
language and the way that the temporal entities are expressed. 
 

According to Ernest Renan, the Arabs boast of having 80 words for honey, 200 for the snake, 500 for the lion, 
1000 for the camel and the sword, and up to 4400 to make the idea of misfortune. Overall vocabulary includes more 
than 60,000 words.  

The notion of time itself encounters a variety of representation. Hence, the need for a system of equivalence 
between the representations set which designates the same temporal information to resolve any ambiguity.  

As an example of an ambiguity, one can cite a simple and meaningful example, which is the designation of the 
months of the year when one can note a significant variety of this word.  

Firstly, in Arabic language, there are two types of months one is said to be lunar, which is specific for Muslims 
and the other is called solar. In fact, each of the Arab countries has its own term designation. 
 

Table 1. The list of names for a month in the Arabic language 
 
 

 
  

 
 

 
 
To extract temporal information, a model is needed to precisely define such information in documents (or rather 

the corresponding textual expressions) and how to classify them. Our classification is based on how the temporal 
terms are presented. For this reason, the proposed classification is shown in the next sections in Table 1. We 
transliterated all the Arabic examples with the Buckwalter* transliteration system. 
 
3. Related works 
 

There are related works on temporal QA systems that perform temporal reasoning. Below, we briefly describe 
these systems and their limitations. After that we include a short review about the temporal evaluation. 
 
3.1. Temporal QA Systems 
 

Temporal QA implies answering questions, such as listing which events happened after some event or time, 
inferring when some events occurred in time or with respect to other events, etc.  

Pustejovsky et al.4 and Hobbs and Pustejovsky5 discuss how TimeML could be used for temporal QA, but none 
of them presents a system to solve the task.  

Harabagiu and Bejan’s work 6 on QA with temporal inference handles question-answering based on general 
inference but not temporal reasoning in pure sense, as previously defined.  

The following example briefly explains their approach. For the question Q1: “When did Iraq invade  
Kuwait?” The answer to Q1 is “2 August 1990”, extracted from the context: “Iraq has been struggling under UN 

sanctions ever since Hussein’s annexation of Kuwait on 2 August, 1990.” Harabagiu and Bejan identified temporal 
relations between entities with temporal signals and then made semantic inference to match the question with the 
answer context, e.g., matching Iraq’s invasion with Hussein’s annexation.  

Similarly, Moldovan et al.’s work 7 on temporal reasoning approaches the problem by identifying the temporal 
relations between entities and feeds a module in their overall inference system. They are interested to inference 
between temporal expressions but not events. Both of these systems6,7 are therefore unable to do complete temporal 
reasoning and answer temporal questions about events not directly related to time.  

Chambers and Jurafsky8 used transitive closure properties as a global inference to identify temporal relations 
between two entities. In this process, they could identify how two entities are temporally related if they are 
connected. However, their reasoning is limited to before, after and vague relations, whereas, there are 13 temporal 
relations  

The web-based question-answering systems are not discussed, since they rely heavily on answer redundancy 
instead of temporal reasoning9,10 

 
 
 
* http://www.qamus.org/transliteration.htm 
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