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Abstract
We study dynamic graphs in the fully-dynamic centralized setting. In this setting the vertex
set of size n of a graph G is fixed, and the edge set changes step-by-step, such that each step
either adds or removes an edge. The goal in this setting is maintaining a solution to a certain
problem (e.g., maximal matching, edge coloring) after each step, such that each step is executed
efficiently. The running time of a step is called update-time. One can think of this setting as a
dynamic network that is monitored by a central processor that is responsible for maintaining
the solution. Currently, for several central problems, the best-known deterministic algorithms
for general graphs are the naive ones which have update-time O(n). This is the case for maximal
matching and proper O(∆)-edge-coloring. The question of existence of sublinear in n update-
time deterministic algorithms for dense graphs and general graphs remained wide open. We
address this question by devising sublinear update-time deterministic algorithms for maximal
matching in graphs with bounded neighborhood independence o(n/ log2 n), and for proper O(∆)-
edge-coloring in general graphs. The family of bounded neighborhood independence is a very
wide family of dense graphs that represent very well various networks. For graphs with constant
neighborhood independence, our maximal matching algorithm has Õ(

√
n) update-time. Our

O(∆)-edge-coloring algorithms has Õ(
√
∆) update-time for general graphs.

In order to obtain our results we employ a novel approach that adapts certain distributed al-
gorithms of the LOCAL setting to the centralized fully-dynamic setting. This is achieved by
optimizing the work each processors performs, and efficiently simulating a distributed algo-
rithm in a centralized setting. The simulation is efficient thanks to a careful selection of the
network parts that the algorithm is invoked on, and by deducing the solution from the addi-
tional information that is present in the centralized setting, but not in the distributed one. Our
experiments on various network topologies and scenarios demonstrate that our algorithms are
highly-efficient in practice. We believe that our approach is of independent interest and may
be applicable to additional problems.
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1 Introduction

1.1 Problems and Results
We consider the Dynamic Graphs (centralized) setting in which the number of vertices n is
fixed, and in each step an edge is either removed or added to a graph G = (V,E). Thus, the
number of edges m changes in each step. This setting attracted a lot of attention recently,
due to its relevance to various fields such as communication networks, molecular biology (e.g.,
metabolic network modeling), neural networks, VLSI design, and computer graphics, in which
graphs change rapidly. In the field of networks, for instance, a central processor may have to
monitor the entire network for changes, and update a certain solution accordingly after each
change. Sublinear-time algorithms are crucial in this context. Numerous graph problems have
been studied in this setting. Notable examples include maximal matching and edge coloring. In
particular, they are useful for link scheduling in wireless networks that may change frequently.

A matching is a subset of edges M ⊆ E, such that no vertex of V belongs to more than
one edge in M . Vertices that do not belong to edges of M are called free vertices. A maximal
matching is a matchingM , such that there is no edge in E\M with both its endpoints free. (It is
well known that a maximal matching is not necessarily a maximum cardinality matching, but it
is a 2-approximation of it.) The goal of the dynamic maximal matching problem is maintaining
a maximal matching after each step of addition or removal of an edge, where initially the graph
consists of n vertices and no edges. A centralized dynamic algorithm defines the sequential
operations that have to be performed on addition and removal of an edge in order to preserve
the desired solution. The running time1, called update-time, is the maximum of the running
times of an addition operation and a removal operation.

The dynamic maximal matching and approximate maximum matching problems have been
very intensively studied in the last years [5, 7, 8, 12, 15, 16] (SODA’2016 alone has four papers
on the subject). Nevertheless, no deterministic centralized algorithm for maximal matching in
general graphs that beats the naive2 update-time of O(n) is currently known. (For randomized
algorithms better running times are known, and this problem can be solved with O(logn)
expected amortized update-time [5]. Such algorithms, however, are less suitable when every
step has to be executed as efficiently as possible.) In STOC’2013 Neiman and Solomon [15]
achieved a significant progress by devising a deterministic dynamic maximal matching algorithm
with update-time O(

√
m), i.e., obtaining a sublinear in n time for sparse graphs. Since then,

several papers studied the problem on sparse graphs [7, 16]. However, the question of existence
of sublinear in n deterministic algorithm for general graphs, and in particular for dense graphs
remains wide open.

In the current paper we make a major step towards settling this question, and devise de-
terministic algorithms with sublinear in n update-time, for a very wide family of dense graphs.
Specifically, our algorithms are applicable to graphs with bounded neighborhood independence.
A graph has neighborhood independence c if each vertex has at most c independent neighbors
(i.e., at most c neighbors with no edges between them). A family of constant neighborhood in-
dependence includes line graphs, unit disk graphs, unit ball graphs, graphs of bounded growth,
and many other families of graphs. Note that there are graphs in these families that have

1All running times mentioned in the current paper are worst-case, unless stated otherwise. In particular,
the running times of all our algorithms are worst-case running times.

2The naive maximal matching algorithm works as follows. On addition of an edge, it is added to the
matching if its endpoints are free. On removal of an edge that belongs to the matching, its endpoints become
free, and a search for substitutions is performed on edges adjacent on the two endpoints. Consequently, at most
two new edges may be added to the matching. On removal of an edge that does not belong to the matching, no
additional operations are performed.

2

Fully-Dynamic Graph Algorithms... Barenboim and Maimon

Ω(n2) edges. (A clique is just one example.) For graphs of constant independence our max-
imal matching algorithm has deterministic update-time Õ(

√
n). More generally, we obtain

deterministic sublinear in n update-time for an even wider family of graphs with neighborhood
independence c = o(n/ log2 n). (Specifically, Õ(

√
cn) update-time.) We remark that there are

also sparse graphs of bounded neighborhood independence. For example, low-degree graphs
have low neighborhood independence. Also, any graph with c ≥ 2 can be obtained by a series
of addition and removal operations starting from an edge-less graph, such that after each step
the intermediate graph has neighborhood independence ≤ c.

To the best of our knowledge, the situation with dynamic proper edge-coloring is similar
to that of maximal matching, in the sense that currently the best algorithm is the naive one
with O(n) update time. We significantly improve this result for general graphs by devising a
deterministic algorithm that employs O(∆) colors and has Õ(

√
∆) update-time.

1.2 Our Approach
We introduce a novel approach for solving centralized dynamic graph problems using distributed
computing techniques. In this approach we first identify algorithms that can be implemented
in a certain way in the standard distributed LOCAL model. In this model a communication
network is represented by a graph. Computation proceeds in rounds where each vertex receives
and sends messages to its neighbors, and performs local computations. We observe that some
algorithms that can be implemented in this model where each vertex sends o(n) messages and
performs o(n) local computations can be adapted to the centralized dynamic setting. Indeed, if
each vertex is required to communicate only with a small number of neighbors, then an update
in the centralized setting may be performed efficiently.

This scheme is not straightforward, however, and works only in certain algorithms, since the
models of distributed computing and of dynamic graphs are considerably different. Nevertheless,
the dynamic centralized setting has the advantage that the graph is globally accessible to all
vertices. (In contrast, in the LOCAL distributed setting a vertex can access only its r-hop-
neighborhood for some parameter r.) Consequently, we are able to employ ideas from LOCAL
distributed algorithms in conjunction with maintaining appropriate global data structures in
order to achieve our goals. Our approach illustrates the importance of reducing the amount of
local computation of processors. While local efficiency inside processors is often unrestricted in
the study of distributed algorithms, our work demonstrates that in certain scenarios both local
efficiency and round efficiency are crucial, and should be analyzed.

This approach is applied to the maximal matching problem in the following way. We main-
tain local and global data structures that hold free vertices. Specifically, there is a local data
structure per vertex that holds free neighbors of small degree. In addition, there is a global
data structure that holds a bounded number of free vertices with large degrees. Our algorithm
performs searches both in the local and global data structures. The operations on local data
structures can be seen as a message exchange in the distributed setting. For example, once
a free vertex is found and changes its state to matched, it notifies its neighbors by sending
messages. Since the number of neighbors of vertices in the local structures is small, this can be
implemented in the centralized setting efficiently.

We also apply this approach to edge coloring, but using a different technique. Specifically,
there are efficient proper coloring distributed algorithms that employ defective colorings [2, 4].
We are able to adapt this technique to the centralized dynamic setting. Again, this is made
possible by bounding the number of messages that have to be sent. Specifically, once a defective
coloring is given in conjunction with a proper one, in each update we need to send messages only
over edges of a certain color of the defective coloring to maintain a proper coloring. Moreover,
the defective coloring itself can be maintained more efficiently than maintaining a proper one
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