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Abstract
We present a high-performance computational framework (Hemocell) with validated cell-
material models, which provides the necessary tool to target challenging biophysical questions
in relation to blood flows, e.g. the influence of transport characteristics on platelet bonding and
aggregation. The dynamics of blood plasma are resolved by using the lattice Boltzmann method
(LBM), while the cellular membranes are implemented using a discrete element method (DEM)
coupled to the fluid as immersed boundary method (IBM) surfaces. In the current work a se-
lected set of viable technical solutions are introduced and discussed, whose application translates
to significant performance benefits. These solutions extend the applicability of our framework
to up to two orders of magnitude larger, physiologically relevant settings.
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1 Introduction

On the cellular level, blood is a complex suspension constituted of a continuous fluid phase (the
plasma) and several types of suspended cells. The accurate modelling of the emerging transport
phenomena of such a system is of utmost importance to progress our understanding of several in-
vivo processes, e.g. thrombus formation, appearance of non-Newtonian viscosity, margination
of platelets, the F̊ahræus effect, appearance of a cell-free layer, or the scaling properties of
shear-induced diffusion of red blood cells (RBCs) [1]. Such complex systems dealing with large
amount of cells (> 104 − 106 cells) provide several computational challenges, such as the set
up of the initial conditions for the cells or the storage of the resulting data, or simply the raw
processing power required by the simulations. In Hemocell, the plasma is represented as a
continuous fluid simulated with the use of Palabos [2], an open-source LBM solver. The cells
are represented as surfaces modelled by DEM membranes coupled to the plasma flow through
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a tested in-house immersed-boundary implementation [3, 4], where we demonstrated that the
simulation can be scaled up to 106 cells executing on 8192 cores without significant loss of
parallel efficiency. The implementation itself is designed to be very flexible and applicable in
various scenarios. In the following we discuss how we have further improved the computational
performance of Hemocell by separating the time-scale of the material model integration from
that of the fluid dynamics and by pre-computing a randomised dense packing of red blood cells
to provide improved initial conditions.

2 Methods

Initial conditions for cellular flows are usually not trivial. An uniform packing of cells can be
easily calculated using their bounding-boxes as a basis for packing space requirement. RBCs,
however, have a unique biconcave shape that fills the bounding box with a low volume ratio.
The usually applied term that describes the surface [5, 6] is as follows:
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where (R, c0, c1, c2) = (3.91µm, 0.1358, 1.001,−0.5614). If we aim to fill a rectangular domain
with rectangular bounding boxes, in fortuitous cases the volume fill ratio ( ΦBB ) might go
up to a 100%. On the level of RBCs within the bounding boxes, this yields ΦRBC ≈ 32%
which might be far from the desired value since physiologic blood has a hematocrit (ΦRBC)
of approximately 45%. If non-rectangular domains are considered, e.g. in the case of flows
in smaller vessels, this ratio might fall even lower. In our approach, we present a possible
solution using a kinematic simulation of encompassing ellipsoids to effectively generate dense
cell distributions with random positions and alignments. The diameters of the ellipsoid for
the RBCs are (Dx, Dy, Dx) = (2.5µm, 1.2µm, 2.5µm). The overlap of the RBC shape and the
encompassing ellipsoid is shown in Fig. 1.

Figure 1: Left: 3D view of enclosing ellipsoid (yellow) overlayed on an RBC (red). Right:
cut-plane visualising the volume fill ratios using the same colours for the contours.

Naturally, the enclosing ellipsoid has a larger volume than the RBC itself, therefore the
above mentioned optimal rectangular bounding-box packing in case of ΦBB = 100% translates
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to an ellipsoid volume ratio of ΦEll = 53% (with the corresponding RBC volume ratio of
ΦRBC = 32%). We can improve the situation by calculating the packing of ellipsoids instead
of bounding boxes. The optimal dense packing of ellipsoidal shapes is not known, nevertheless,
several recent studies[7, 8] imply that the highest achievable ratio for ellipsoids of the diameters
used here should be around ΦEll = 80%, which in turn would represent ΦRBC = 49%. This
value is high enough for physiological blood-like suspensions.

For this computation, a simple kinetic model of hard ellipsoid dense packing, called the
force-bias model [9, 10, 11], was implemented. It distributes the locations randomly and then
defines two radii scaling for every cell type (e.g. RBC, platelet): din represents the possible
largest radius in the system without any overlap and dout is initially set so that the merged
volume of all the ellipsoids scaled with it yields the required volume ratio. Then we apply a
repulsive force between overlapping ellipsoids proportional to the volume of the overlapping
regions:

Fij = δijpij
�rj − �ri
|�rj − �ri|

,

where δij equals 1 if there is an overlap between particle i and j and 0 otherwise, while pij is a
potential function. The positions are updated following the Newtonian mechanics where mass
is proportional to the particle scaling radius. This ensures that larger particles will move slower
than smaller ones. The potential function was selected to be proportional to the overlapping
volume of the dout scaled particles. As a final step the size of dout is reduced every iteration
according to a chosen τ contraction rate. The computation stops when dout ≤ din. Using this
method, we were able to push up to ΦEll = 76%, which yields the required ΦRBC = 46% for
the RBCs.

Additionally, we can integrate the particle motions by only allowing translation of their
centre of mass, thus predefining the alignment of the particles. This might be beneficial for
higher velocity flows where the cells are expected to be lined up with the streamlines. Figure
2 presents two sample initial conditions generated with this method.

Figure 2: Two cubic domains presenting different methods of initialising cell positions and
rotations with the hematocrit of 30% and 35%, respectively. The red coloured ellipsoids are the
encompassing ellipsoids of the RBCs and the yellow coloured ones are for the platelets. Left:
randomly distributed positions with fixed alignments. Right: both positions and alignments
are randomly distributed. Please note: high volume-fill ratios ( > 40% ) are difficult to achieve
if alignments are fixed.
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