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Abstract 

In this paper, we consider the construction of binary classifiers ensembles on the basis of unnormalized form of ANFIS models. 
We notice training performance boost due to simplified model structure. In addition, the unnormalized ANFIS architecture 
provides the ground for effective task parallel decomposition of training procedures. 
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1. Definition of unnormalized ANFIS model with Gaussian functions 

As discussed in1, knowledge discovery tasks naturally lead to hybrid neurofuzzy, or neurostructural models2. 
With neurostructural models, such as ANFIS3, it is possible to extract meaningful knowledge in the form of “IF-
THEN” rule sets. Function approximators of this type introduce universal approximation capabilities, combined with 
the ability to represent knowledge in a human-consumable way. Neurostructural ANFIS approximator3 with rules 
count R , input vector x  of dimension M , and scalar output is defined by the tuple of adjustable parameters 

rrmrmrm bkqap ,,, , Rr ..1 , Mm ..1 . 
Models of this class are commonly used in normalized form (1): 
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The component (2) is responsible for normalization: 
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Models of structurally similar class RBFN (Radial Basis Function Networks) have both normalized and 
unnormalized forms4. Normalized RBFNs may demonstrate better generalization abilities, but their unnormalized 
counterparts are simpler to calculate, therefore, they require less computational resources for training procedure. 

In this work, we consider construction of unnormalized form (3) for neurostructural approximators ANFIS with 
Gaussian functions: 
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The goal of model training is to find optimal values for parameters *
Tp  on the training set ,i iT fx x  of 

dimension N . This task is solved by standard least squares procedure (4): 

pFp PS minarg* .   
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where Ni ..1 , 2
ierr  is an output error square for sample i Tx . 

Partial derivatives of goal function ( )F p  are defined by expressions 
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