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Abstract 

This position paper presents a novel heterogeneous CPU-GPU multi-level cloud acceleration focusing on applications running on 
embedded systems found on low-power devices. A runtime system performs energy and performance estimations in order to 
automatically select local CPU-based and GPU-based tasks that should be seamlessly executed on more powerful remote devices 
or cloud infrastructures. Moreover, it proposes, for the first time, a secure unified model where almost any device or 
infrastructure can operate as an accelerated entity and/or as an accelerator serving other less powerful devices in a secure way. 
© 2016 The Authors. Published by Elsevier B.V. 
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1. Introduction 

Many low-power devices, such as smartphones or tables, as well as several other embedded systems cannot 
always cope with the increased demand for processing power, memory and storage required by modern applications. 
As a result, most of these applications are only executed on high-end servers. According to Ericsson Mobility 
Report1, there have been 7.3 billion mobile subscriptions in 2015, with an estimation of 5% increase for the next 5 
years. Furthermore, the smartphone data traffic is expected to increase by 8.9% in the following 5 years. Users keep 
demanding more features and services from mobile applications developers. To be able to satisfy users’ demands, 
developers offload the heavy operations of an application to more resourceful machines, such as private or public 
cloud, giving birth to a new research area known as Mobile Cloud Computing2, 3, 4. The objective of this paper is to 
show the approach followed by RAPID5 project on tackling the above mentioned challenge.  

RAPID proposes and designs the full architecture of a heterogeneous offloading framework identifying several 
components needed for making the system highly automatic and transparent to the developers and final users. 
Finally, its solution can be applied to many different scenarios, however only three of them will be implemented 
within the project life: antivirus, hand-tracking and biosurveillance. 

Nomenclature 

AC  Acceleration Client 
API Application Programming Interface 
AS  Acceleration Server 
DFE  Dispatch and Fetch Engine 
DS  Directory Server 
DSE  Design Space Explorer 
RM  Registration Manager 
SLA  Service Level Agreement 
SLAM  Service Level Agreement Manager 
VM  Virtual Machine 
VMM  Virtual Machine Manager 

2. Architecture 

The RAPID system architecture (see Fig. 1) consists of five main components: Acceleration Client (AC), 
Acceleration Server (AS), Directory Server (DS), Service Level Agreement Manager (SLAM), and Virtual Machine 
Manager (VMM). 

Fig. 1 (a) High-level RAPID logical architecture (b) Interaction between the entities in the RAPID system 
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