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A  large  number  of  hybrid  metaheuristics  for  asymmetric  traveling  salesman  problem  (ATSP)  have  been
proposed  in  the  past  decades  which  produced  better  solutions  by exploiting  the complementary  char-
acteristics  of  different  optimization  strategies.  However,  most  of  the  hybridizations  are  criticized  due
to lacking  of  sufficient  analytical  basis.  In this  paper,  a  model  induced  max-min  ant  colony  optimiza-
tion  (MIMM-ACO)  is  proposed  to  bridge  the  gap  between  hybridizations  and  theoretical  analysis.  The
proposed  method  exploits  analytical  knowledge  from  both  the ATSP  model  and  the  dynamics  of ACO
guiding  the  behavior  of  ants  which  forms  the theoretical  basis  for  the  hybridization.  The  contribution  of
this  paper  mainly  includes  three  supporting  propositions  that lead  to  two improvements  in  comparison
with  classical  max-min  ACO optimization  (MM-ACO):  (1)  Adjusted  transition  probabilities  are  developed
by  replacing  the  static  biased  weighting  factors  with  the  dynamic  ones  which  are  determined  by the par-
tial solution  that  ant  has  constructed.  As  a  byproduct,  nonoptimal  arcs  will  be indentified  and  excluded
from  further  consideration  based  on  the  dual  information  derived  from  solving  the  associated  assignment
problem  (AP).  (2)  A  terminal  condition  is  determined  analytically  based  on  the  state  of  pheromone  matrix
structure  rather  than  intuitively  as  in  most  traditional  hybrid  metaheuristics.  Apart  from  the  theoretical
analysis,  we  experimentally  show  that the  proposed  algorithm  exhibits  more  powerful  searching  ability
than classical  MM-ACO  and  outperforms  state  of  art hybrid  metaheuristics.

© 2012  Elsevier  B.V.  All rights  reserved.

1. Introduction

Asymmetric traveling salesman problem (ATSP) is one of a class
of difficult problems in combinatorial optimization that is repre-
sentative of a large number of scientific and engineering problems.
ATSP and its variants are commonly used models for formulating
many practical applications in manufacturing scheduling problem.
For example, the scheduling problem in a discrete manufacturing
is mainly concerned with how to determine the sequence of jobs
so as to minimize the total set-up cost. This problem can be easily
formulated into an ATSP problem. Considerable industrial applica-
tions on the basis of ATSP can be found in [1–4]. Hence, ATSP has
always been one of the most attractive problems in academic com-
munity. Before the early 1990s, exact algorithms, form the main
stream of solvers. However, solving ATSP optimally is NP-hard and
the exact algorithm may  be difficult to produce a provably opti-
mal  solution in a reasonable time. Metaheuristics have found wide
acceptance in the arena where suboptimal or satisfied solutions
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are expected to be generated in a given time period. Among those
metaheuristics ant colony optimization (ACO) which was proposed
by Dorigo and Gambardella [5],  is considered to be one of the most
representative ones [6].  It is an iterative approach in which a num-
ber of artificial ants construct solutions randomly but are guided
by pheromone information that stems from former ants building
good solutions. Blum and Dorigo [7] presented a hyper-cube ACO
by introducing a normalized way for the pheromone value by which
the pheromone values were limited in the interval [0,1]. A survey
was given of recent applications and variants of ACO methods by
Dorigo and Blum [8].

Recently, many hybrid algorithms that combine ACO and other
optimization algorithms have received more and more attention.
These hybrid algorithms can produce better solutions by exploiting
the complementary characteristics of different optimization strate-
gies. Roughly speaking, ACO based hybrid algorithms fall into two
categories. This first category is the hybrid optimization that com-
bines local heuristic search, such as 2-OPT [9] with ACO algorithm.
Cheng and Mao  [10] developed ACS-TSPTW to solve TSP problem
with time window where two local heuristics were embedded to
manage the time window constraints. A hybrid ACO algorithm com-
bined with a mutation and 2-OPT heuristic for generalized TSP was
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proposed by Yang et al. [11]. A web-based simulation and analy-
sis software based on ACO for TSP was developed by Aybars et al.
[12]. Puris et al. [13] presented a two-stage ACO in order to obtain
good exploration of the search space. ACO optimization applied to
multiple TSP problem can be found in Ghafurian and Javadian [14].
Chen and Chien [15] proposed a hybrid algorithm with a combina-
tion of ACO algorithm, Simulated Annealing (SA), Particle Swarm
Optimization (PSO) and Genetic Algorithm (GA) for solving TSP.
Dong and Guo [16] developed a cooperative ACO & GA algorithm
in which mutual information exchange between ACO and GA helps
conduct the selection of the best solutions for next iteration. ACO
hybridized with heuristic rules was also investigated by Keskin-
turk et al. [4] to solve sequence-dependent setup parallel machine
scheduling problem.

The second category is concerned with the combination of exact
methods and ACO algorithm. A hybrid algorithm called Approxi-
mate Nondeterministic Tree Search (ANTS) is the first to integrate
branch-and-bound techniques into ACO for quadratic assignment
problem (QAP) [17]. According to our investigation, algorithms
for ATSP problem that combine ACO and exact methods are very
scarce. However, there are a number of schemes that hybridize
metaheuristics other than ACO with exact methods. For example,
Choi et al [18] developed a hybrid algorithm for ATSP problem that
embedded an integer programming solver into GA. Cowling and
Keuthen [19] employed a decomposition-recombination scheme
for TSP problem in which the original problem is first decomposed
into small subproblems. These subproblems are then solved using
exact algorithms and the solutions are re-embedded into the origi-
nal problem. Note that most of the hybrids between exact methods
and metaheuristics are operated in a heuristic way. Although the
hybrid algorithms can produce high performance as mentioned
by the references above, these methods are somewhat unreli-
able because advantages coming with the hybridization are mostly
demonstrated by means of experimental study. As pointed out by
the “no free lunch theorems for optimization” [20], any elevated
performance over one class of problems is offset by lower perfor-
mance over another class. In other words, the hybridization in a
heuristic manner may  not always produce better solutions. Blum
et al. [21] and Jourdan et al. [22] surveyed and categorized cur-
rent hybrid algorithms. Their statistical results indicate that more
efforts are needed to design hybrids of exact methods and meta-
heuristics in a systematic and cooperative way in terms of analytical
results.

This paper aims to develop a well-suited hybrid algorithm
for ATSP problem in which analytical results can be utilized and
embedded into ACO algorithm. The information obtained by ana-
lyzing both the ATSP model and the dynamics of ACO algorithm
itself is used to guide the search of ants in one of the most power-
ful variant of ACO for TSP problem, i.e., max-min ACO algorithm
[23]. Hence, we name the method model induced max-min ant
colony optimization (MIMM-ACO). Specifically, our contributions
lie in two aspects:

• Adjusted transition probabilities are developed by replacing the
static biased weighting factors with the dynamic ones. The
dynamic weighting factor is closely dependent on the partial
solution that ant has constructed. The ideal behind it is that we
favor the choice of edges with small residual cost instead of with
the small actual cost. As a byproduct nonoptimal arcs will be
indentified at each step of tour construction using the dual infor-
mation derived from solving the associated assignment problem
(AP) and these arcs will be discarded from future consideration.
• A terminal condition is determined analytically based on the state

of pheromone matrix structure. The result comes with a neces-
sary condition for obtaining one optimal solution.

The rest of the paper is organized as follows. In the next sec-
tion, the relevant background contents about the ATSP formulation
and the MM-ACO optimization are briefly reviewed. Section 3 is
dedicated to the design of MIMM-ACO algorithm in which sev-
eral supporting analytical results are presented. Section 4 presents
some computational results with which we  show that the pro-
posed algorithm has a remarkable performance, in particular on
the running-time efficiency compared with several state of the art
algorithms. Section 5 offers a summary and outlines future work.

2. Preliminaries

Given a directed graph G = (V, A) with vertex/city set

V
def= {1, 2, . . . , n}, arc set A

def= {(i, j)|i, j = 1, 2, . . . , n} and cost ci,j asso-
ciated with each arc (i,j). If ci,j = cj,i for all (i,j) ∈ A then the TSP is
symmetric, otherwise it is asymmetric (ATSP). Formally, ATSP may
be stated as an integer programming (IP) of the following form.

We first explain the notations before present in the IP.

Indices: i,j ∈ V indicate the vertex;
Parameters: ci,j, (i,j) ∈ A indicates travel cost of arc (i,j)
Decision variables: xi,j ∈ {0,1}, (i,j) ∈ A

Objective : Z∗ = min
∑
i ∈ V

∑
j ∈ V

ci,jxij (1)

s.t.∑
i ∈ V

xi,j = 1, j ∈V

∑
j ∈ V

xi,j = 1, i ∈ V
(2)

∑
i,j ∈ S

xi,j ≤ |S| − 1, ∀S ⊂ V, S /= ∅  (3)

xi,j ∈ {0, 1}, i, j ∈ V (4)

where if arc (i,j) is present in a solution, travel occurs from ver-
tex i to j, xi,j = 1; otherwise xi,j = 0. The ATSP involves specifying a
minimum-cost tour that visits each vertex once and returns the
starting one, that is, a Hamiltonian cycle. The objective in (1) is
to minimize the total travel cost. Constraints (2) ensure that each
vertex is visited only once. Constraints (3) are used to eliminate
subtours. Constraints (4) are binary restriction for decision vari-
ables.

For attacking ATSP problem, a number of algorithms have been
developed just as that mentioned in Section 1. The classical MM-
ACO by Stutzle and Hoos [23] is introduced briefly in order to derive
our method smoothly. The pseudocode is given in Fig. 1.

Tour Construct solution (T,  C). In MM-ACO algorithm artificial
ants build solutions in terms of the current pheromone matrix T
and the cost matrix C. In the construction phrase an ant incremen-
tally constructs a partial solution by adding an unvisited city to
the partial solution constructed so far until a feasible solution is
obtained. Let sp(r) denote the partial tour with city r being the last
visited city. The choice of the next city to be added is given by the
following rule

k =
{

arg maxu ∈ J(sp(r)){(�r,u)(�r,u)ˇ} if q ≤ q0
usingtransitionprobabilitiesgivenby (6)

(5)

where J(sp(r)) represents the set of cities that the ant positioned
at city r is allowed to add to the current partial tour; �r,u the
pheromone level on arc (r,u); �r,u the static biased weight for the
choice of the arc (r,u), usually set �r,u = 1/cr,u; q a random number
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