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Identification method for fuzzy forecasting models of time series
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¢ Postgraduate Program in Electrical Engineering, Federal University of Para, Brazil

Abstract

In this paper, we propose a fuzzy forecasting methodology of time series, which is tested on two series: the
price of electricity in New South Wales, Australia; and on the futures market index of Taiwan. The method
uses a triangular membership function in a fuzzification process, including an a-cut, and applies the extended
autocorrelation function. The identification algorithm enables optimization of the number of fuzzy sets to
be used, to determine the optimal order for the fuzzy prediction model and estimate its parameters with
greater accuracy. The fuzzy prediction models of time series found in the scientific literature are compared
using mainly trivalent membership functions (0, 0.5 and 1 as membership values), and the proposed method

shows more accurate results.
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1. Introduction

In the real world, the variability in data col-
lected is one of the fundamental characteristics
in any statistical modeling process, and needs to
be evaluated efficiently, especially when a predic-
tive model is required for noisy data. The fuzzy
set theory developed by [48], combined with sta-
tistical analysis of time series proposed by [39],
has emerged as a practical and efficient alternative
among known forecasting tools. This created a hy-
brid modeling structure, which is capable of signifi-
cantly reducing the inherent variability of the series
of the modeled data.

To optimize prediction methods for fuzzy time
series, some authors included prediction techniques
of artificial intelligence, such as genetic algorithms
[, fuzzy C-means clustering [10], artificial neural
networks [I2] and particle swarm optimization [21],
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in their algorithms. Some fuzzy prediction models
can be found in scientific literature, where the models
are applied to solar activity [1], rice production [5],
the Chinese market index [13], electrical energy loads
[19], oil demand [37] and enrollment data [43], among
other examples.

In this paper, in addition to evaluating the inherent
variability of time series data, other terms present in
the identification process of prediction models are an-
alyzed. The main structural parameters used in the
proposed fuzzy prediction algorithm are as follows:
the triangular shape of the membership function, the
number of adequate fuzzy sets into which the series is
partitioned, the definition of the a-cut established a
priori to activate fuzzy sets, an extended autocorrela-
tion function to determine the order of the prediction
model, a criterion of prediction errors to assess the
accuracy of the estimated model, and significant sta-
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