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Abstract

We propose a hybrid methodology that implements artificial neural networks
(ANN) in the framework of Bayesian updating with structural reliability
methods (BUS) in order to increase the computational efficiency of BUS in
sampling-based Bayesian inference of numerical models. In particular, ANNs
are incorporated in BUS with subset simulation (SuS). The basic concept
is to train an ANN in each subset of SuS with a fraction of the required
number of samples per subset and employ the trained ANN to generate the
remaining samples. This is achieved by replacing the full model evaluation
at a candidate sample point of the Markov Chain Monte Carlo (MCMC)
simulation within SuS by an ANN estimate. To ensure the accuracy of the
surrogate, each ANN estimate is tested against a set of conditions. The ANN
training is specifically tailored to the adaptive variant of BUS enhanced with
MCMC with optimal scaling. The applicability as well as the efficiency of
the proposed method are examined by means of numerical results in three
test cases.
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