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Abstract

Biomedical named entity recognition (BNER), which extracts important

named entities such as genes and proteins, is a challenging task in automated

systems that mine knowledge in biomedical texts. The previous state-of-the-art

systems required large amounts of task-specific knowledge in the form of fea-

ture engineering, lexicons and data pre-processing to achieve high performance.

In this paper, we introduce a novel neural network architecture that benefits

from both word- and character-level representations automatically, by using a

combination of bidirectional long short-term memory (LSTM) and conditional

random field (CRF) eliminating the need for most feature engineering tasks. We

evaluate our system on two datasets: JNLPBA corpus and the BioCreAtIvE II

Gene Mention (GM) corpus. We obtained state-of-the-art performance by out-

performing the previous systems. To the best of our knowledge, we are the first

to investigate the combination of deep neural networks, CRF, word embeddings

and character-level representation in recognising biomedical named entities.
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1. Introduction

Biomedical Named Entity Recognition (BNER) is a critical task for extract-

ing patient information from biomedical texts to support biomedical and trans-
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