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a b s t r a c t

Objective: To build a comprehensive corpus covering syntactic and semantic annotations of Chinese clin-
ical texts with corresponding annotation guidelines and methods as well as to develop tools trained on
the annotated corpus, which supplies baselines for research on Chinese texts in the clinical domain.
Materials and methods: An iterative annotation method was proposed to train annotators and to develop
annotation guidelines. Then, by using annotation quality assurance measures, a comprehensive corpus
was built, containing annotations of part-of-speech (POS) tags, syntactic tags, entities, assertions, and
relations. Inter-annotator agreement (IAA) was calculated to evaluate the annotation quality and a
Chinese clinical text processing and information extraction system (CCTPIES) was developed based on
our annotated corpus.
Results: The syntactic corpus consists of 138 Chinese clinical documents with 47,426 tokens and 2612
full parsing trees, while the semantic corpus includes 992 documents that annotated 39,511 entities with
their assertions and 7693 relations. IAA evaluation shows that this comprehensive corpus is of good qual-
ity, and the system modules are effective.
Discussion: The annotated corpus makes a considerable contribution to natural language processing
(NLP) research into Chinese texts in the clinical domain. However, this corpus has a number of limita-
tions. Some additional types of clinical text should be introduced to improve corpus coverage and active
learning methods should be utilized to promote annotation efficiency.
Conclusions: In this study, several annotation guidelines and an annotation method for Chinese clinical
texts were proposed, and a comprehensive corpus with its NLP modules were constructed, providing a
foundation for further study of applying NLP techniques to Chinese texts in the clinical domain.

� 2017 Published by Elsevier Inc.

1. Introduction

Electronic medical records (EMRs) represent the storage of all
healthcaredata and information inelectronic formats [1] and consti-
tute core data in the implementation of health care services. These
services are undergoing enormous changes with increasing health
awareness anddemand formedical services. The situation is becom-
ingmore urgent for China, a countrywith the largest population but
limited medical resources. In facing these challenges, the Chinese
Ministry of Health (MOH) has issued a series of relevant regulations
since 2010 to standardize EMR systems and their intelligent support

[2–4]. With the rapid popularization of EMRs, the development of
healthcare services has a solid data foundation.

Clinical texts, an important type of patient data within EMRs,
are free-text documents that contain large amounts of information
about patients’ medical activities. In recent years, natural language
processing (NLP) techniques on English clinical texts have been
widely used [5,6] and many resources have been established for
the development of these techniques. For example, the Unified
Medical Language System (UMLS) [7], an integrated knowledge
base of biomedical concepts, is widely applied in medical informat-
ics research. Moreover, challenges organized by Informatics for
Integrating Biology & the Bedside (i2b2) have released various
kinds of annotated data for medical information extraction tasks,
and enable clinical researchers to employ these clinical corpora
for discovery research [8].
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However, due to the lack of an annotated corpus, NLP research
on Chinese clinical texts is still at a preliminary stage. Chinese clin-
ical text has sublanguage features [9] that make it difficult for
research on general-domain texts to be applied directly to clinical
texts. In this study, we focus our efforts on conducting syntactic
and semantic annotations of Chinese clinical texts, involving two
resident physicians (P1 and P2) and eight annotators with back-
grounds in computational linguistics (CL1-CL8). To our knowledge,
this is the first comprehensive Chinese clinical corpus that includes
several types of syntactic and semantic annotations, making it pos-
sible to develop effective NLP techniques for application to Chinese
texts in the clinical domain.

This paper has six sections and is organized as follows: back-
ground on NLP research on clinical texts is summarized in Sec-
tion 2; we then describe the development of annotation
guidelines, annotation method, and annotation quality measure-
ment in Section 3; next, Section 4 presents inter-annotator agree-
ment (IAA) scores, data analysis of the annotations, and system
development based on this corpus; in Section 5, we describe the
contributions of this work and identify further improvements for
future work.

2. Background

NLP tasks can be divided into low-level tasks and higher-level
tasks: low-level tasks include sentence boundary detection, tok-
enization, word segmentation, part-of-speech (POS) tagging, shal-
low parsing, and so on; based on low-level tasks, higher-level
tasks include named entity recognition (NER), negation identifica-
tion, relationship extraction, etc. [10]. The annotated corpus is one
of the fundamental points to the development of these NLP tech-
niques. In the general domain, some publicly available corpora
have a considerable effect, such as Penn Treebank [11–13], the
CoNLL 2003 corpus [14], the ACE 2005 dataset [15], and the
SemEval-2010 Task 8 dataset [16]. Similarly, there are a number
of annotated corpora in the biomedical domain, such as the GENIA
corpus [17], the PennBioIE corpus [18], the Yapex corpus [19], the
GENETAG corpus [20], the CRAFT corpus [21], the BioText data
[22], and the ITI TXM corpus [23]. Moreover, Table 1 summarizes
some major annotated corpora in the clinical domain. In this study,

our goal is to build a comprehensive corpus of clinical texts, there-
fore, the corpora listed in Table 1 will be described in detail below.

2.1. Annotated clinical text corpus for low-level tasks

2.1.1. Current status in English clinical texts
The Mayo Clinic’s cTAKES system aims at comprehensive pro-

cessing of clinical texts and covers various NLP techniques [6]. In
this work, a linguistic corpus annotated for POS tagging and shal-
low parsing was accomplished by three linguistic experts via
extending the Penn TreeBank (PTB) annotation guidelines [12,13]
to the clinical domain. Additionally, Albright et al. [24] constructed
a corpus involving annotations of POS tags and syntactic trees, and
its advantage is that multilayer annotations are carried out in each
sentence, which is beneficial in training joint models. As Albright
et al. pointed out, the sentences in clinical texts contain numerous
patterns that do not appear in the bracketing guidelines for the PTB
[13], and clinical texts have sublanguage properties [38,39]. There-
fore, Fan et al. [25] developed annotation guidelines for parsing
clinical texts and annotated a syntactic corpus of progress notes
from the University of Pittsburgh Medical Center (UPMC).

2.1.2. Current status in Chinese clinical texts
Word segmentation is an initial processing step in low-level

tasks on Chinese texts. Xu et al. [26] found that out-of-
vocabulary words and resolving ambiguities in clinical texts
brought great challenges to word segmentation and that a state-
of-the-art Chinese word segmenter trained by a general corpus
would have poor performance in the clinical domain. Therefore,
they manually annotated a corpus of segmented words in dis-
charge summaries to improve the performance of word seg-
menters in Chinese clinical texts. Analogously, Zhang et al. [27]
constructed similar corpus to achieve better word-embedding
features.

2.2. Annotated clinical text corpus for higher-level tasks

2.2.1. Current status in English clinical texts
In 2006, Meystre and Haug [28] constructed an entity corpus

involving 80 different medical problems with their assertions to

Table 1
Clinical text corpora for research on low-level and higher-level NLP tasks.

Part A

Author Year Language Scale Chinese word
segmentation

POS tagging Shallow parsing Full parsing

Savova et al. [6] 2010 English 273 documents –
p p

–
Albright et al. [24] 2013 English 13,091 sentences –

p p p
Fan et al. [25] 2013 English 1100 sentences –

p p p
Xu et al. [26] 2014 Chinese 336 documents

p
– – –

Zhang et al. [27] 2016 Chinese 100 documents
p

– – –

Part B
Author Year Language Scale Entities Assertions Relations

Meystre et al. [28] 2006 English 160 documents
p p

–
Roberts et al. [29] 2009 English 150 documents

p p p
Savova et al. [6] 2010 English 160 documents

p p
–

Uzuner et al. [30] 2011 English 826 documents
p p p

Albright et al. [24] 2013 English 13,091 sentences
p p

–
Elhadad et al. [31] 2015 English 531 documents

p p
–

Xu et al. [26] 2014 Chinese 336 documents
p

– –
Lei et al. [32] 2014 Chinese 800 documents

p
– –

Wang et al. [33] 2014 Chinese 11 613 CCs
p

– –
Wang et al. [34] 2014 Chinese 115 documents

p
– –

Jia et al. [35] 2014 Chinese 30 documents
p p

–
Xu et al. [36] 2015 Chinese 500 HPIs

p p
–

Li et al. [37] 2015 Chinese 1000 documents
p

–
p

‘‘
p
” means annotated, and ‘‘–” means unannotated. POS, part-of-speech; CC, chief complaint; HPI, history of present illness.
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