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Abstract

A number of applications require the computation of the trace of a matrix that is implicitly available through

a function. A common example of a function is the inverse of a large, sparse matrix, which is the focus of

this paper. When the evaluation of the function is expensive, the task is computationally challenging because

the standard approach is based on a Monte Carlo method which converges slowly. We present a different

approach that exploits the pattern correlation, if present, between the diagonal of the inverse of the matrix

and the diagonal of some approximate inverse that can be computed inexpensively. We leverage various

sampling and fitting techniques to fit the diagonal of the approximation to the diagonal of the inverse.

Depending on the quality of the approximate inverse, our method may serve as a standalone kernel for

providing a fast trace estimate with a small number of samples. Furthermore, the method can be used as a

variance reduction method for Monte Carlo in some cases. This is decided dynamically by our algorithm.

An extensive set of experiments with various technique combinations on several matrices from some real

applications demonstrate the potential of our method.
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1. Introduction

Computing the trace of a matrix A that is given explicitly is a straightforward operation. However, for

numerous applications we need to compute the trace of a matrix that is given implicitly by its action on a vec-

tor x, i.e., Ax. Specifically, many applications are interested in computing the trace of a function of a matrix

F(A). Examples include estimating parameters in image restoration using the generalized cross-validation

approach [1], exploring the inverse covariance matrix in uncertainty quantification [2, 3], computing observ-

ables in lattice quantum chromodynamics (LQCD) [4], or counting triangles in large graphs [5]. The matrix

A is large, and often sparse, so its action F(A)x is typically computed through iterative methods. Because it

is challenging to compute F(A) explicitly, the Monte Carlo (MC) approach has become the standard method

for computing the trace by averaging samples of the bilinear form xT F(A)x [6, 7]. The main purpose of

this paper is to develop practical numerical techniques to address the computation of the trace of the inverse

of a large, sparse matrix. But our technique can also be adapted to other functions such as the trace of the

logarithm (yielding the determinant) or the trace of the matrix exponential.

For small size problems, computing A−1 through a dense or sparse LDU decomposition is the most

efficient and accurate approach [8, 9]. This works well for discretizations of differential operators in low

dimensions but becomes intractable in high dimensional discretizations. For larger size problems, domain
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