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a b s t r a c t 

Exascale applications will exploit a massive amount of parallelism. The analysis of compu- 

tation and communication requirements at thread-level provides important insight into the 

application behavior useful to optimize the design of the exascale architecture. Performing 

such an analysis is challenging because the exascale system is not available yet. The target 

applications can be profiled only on existing machines, processing a significantly smaller 

amount of data and exploiting significantly less parallelism. 

To tackle this problem we propose a methodology that couples a) unsupervised 

machine-learning techniques to consistently classify threads in different program runs, and 

b) extrapolation techniques to learn how thread classes behave at scale. The main contri- 

bution of this work is the classification methodology that assigns a class to each thread 

observed during a set of experimental runs carried out by varying the parallelism and 

the processed data size. Based on this classification we generate extrapolation models per 

thread class to predict the profile at a scale significantly larger than the initial experiments. 

The availability of per-thread-class extrapolation models simplifies the analysis of exascale 

systems because we manage a small number of thread classes rather than a huge number 

of individual threads. 

We apply the methodology to different com puting domains including: large-scale graph 

analytics, fluid dynamics, and radio astronomy. The proposed approach accurately classifies 

threads, whereas state-of-the-art techniques fail. The resulting extrapolation models have 

prediction errors of less than 10% for a real-life radio-astronomy case study. 

© 2017 Elsevier B.V. All rights reserved. 

1. Introduction 

The exascale machine is on the horizon and will consist of a massive parallel-computing infrastructure. In some cases, 

an exascale system is designed specifically for a target application, for example in the field of radio-astronomy [11,25] and 

neuroscience [4] . To optimize the design of application-specific exascale systems, a characterization of computation and 

communication requirements of the target application at exascale is needed. Obtaining this characterization is challenging 

because profiling the application at exascale would require the availability of the exascale machine itself. 
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This paper addresses the problem of analyzing thread-level application behavior with the goal of extrapolating profiles 

to exascale. In this work, the target applications are implemented either in OpenMP or MPI. We use the term “thread” to 

refer either to an OpenMP thread or to an MPI process depending on the programming paradigm in use. When scaling the 

input data or the parallelism of an application, the behavior of different threads might scale differently. Given the amount of 

parallelism in exascale systems, it is practically impossible to analyze the behavior of each thread individually. In this work 

we present a methodology to identify classes of threads whose behavior scales similarly, then we generate scaling models 

to extrapolate the behavior of each thread class. 

An application workload can scale over a set of dimensions that represents both data size and application parallelism. For 

example, data-size dimensions for an ultra-high-definition video-rendering application [33] can be the frame resolution and 

the frame rate while the parallelism dimension for an OpenMP application is the number of OpenMP threads. We analyze 

the application behavior at a scale reasonable for today’s machines by carefully designing experiments in the joint space of 

data and parallelism dimensions. Thread profiles collected in these experiments are classified using unsupervised machine- 

learning techniques. Classification is based on thread similarities without any a priori knowledge of the application. Once 

the threads are classified, analytic modeling techniques are applied to fit the observed scaling behavior for each thread class 

[9,12,28,29] . The proposed methodology is organized in three main phases: 

• Clustering . Clusters similar threads within individual experimental runs. 
• Classification. Associates thread classes to these clusters such as threads belonging to the same class scale similarly across 

runs. 
• Modeling. Generates scaling models to extrapolate the behavior of each thread class. 

The final goal of the proposed methodology is the extrapolation of the threads’ behavior. The analysis at this granularity 

enables a) the identification of potential bottlenecks (i.e. threads whose communication or computation requirements do 

not scale well), and b) a better understanding of the heterogeneity of the threads in terms of their behavior. While the 

former analysis can be used by application developers to focus on the optimization of bottleneck threads, the latter analysis 

is valuable to system designers for tuning the computation and communication elements implementing the exascale system. 

The contributions of the present work are the following: 

• We present an unsupervised machine-learning technique to classify the threads executed in a parallel application. 
• We propose a methodology to analyze the behavior of thread classes consistently over different experimental runs, each 

having a different number of threads. This analysis enables us to generate extrapolation models for each thread class by 

fitting the observed profiles. 
• We validate the proposed methodology on a set of applications taken from different domains: a) a graph-analytics algo- 

rithm from the Graph 500 suite [40] , b) a set of applications derived from computational fluid dynamics distributed in 

the NAS Parallel Benchmarks suite [3] , and c) a real-life radio-astronomy case study [42] . 

The paper is organized as follows. Section 2 provides an analysis of the state of the art in the field of classification and ex- 

trapolation of computational processes. Section 3 defines the problem we are tackling and gives an example motivating the 

need for of an automated classification methodology when aiming at the extrapolation of thread profiles. Section 4 presents 

the details of the proposed approach. Section 5 provides empirical evidence of the accuracy of the proposed approach. Fi- 

nally, Section 6 presents our conclusions. 

2. Background 

Unsupervised machine-learning techniques similar to the one used in this paper (i.e. clustering) are not new for the 

classification of executable processes. These techniques found four main applications: a) benchmarking [19,20,22,34] , b) 

thread scheduling and mapping [8,27,31,39] , c) phase detection [15,21,36,41] , and d) scaling of thread profiles [15,26] . 

Benchmarking. Given a large set of applications, the main goal of benchmarking is the identification of a small ap- 

plication subset that well represents the initial set. This reduction is important to speedup the performance evaluation of 

computer architectures [18] and is achieved by identifying similarities between different benchmarks by clustering their pro- 

files. In this work, we apply similar clustering techniques to identify similarities between different threads in an application. 

We organize a small set of thread classes whose scalability should be analyzed. The background work in the field of bench- 

marking [19,20,22,34] proposes a variety of clustering techniques and applies them in different application domains. For 

example, while some authors [22] apply factor analysis as pre-processing phase before clustering, others [19] compare ge- 

netic algorithms and principal component analysis as initial dimension-reduction technique. Then, Jia et al. [20] investigate 

big-data applications whereas Phansalkar et al. [34] focus on the SPEC CPU2006 benchmark suite [1] . 

In this work, the clustering process is carried out at thread level rather than at application level. The goal is to obtain a 

thread classification consistent over different runs of the target application. Techniques proposed for benchmarking cannot 

be directly applied to this end as explained in the motivating example ( Section 3 ). 

Thread scheduling. State-of-the-art clustering techniques at thread-level granularity are very popular [8,27,31] but their 

goal is not to identify thread classes along different application runs but rather the generation of thread clusters for a given 

application execution to optimize the mapping or the scheduling of the threads for a target hardware platform. 



Download English Version:

https://daneshyari.com/en/article/4968247

Download Persian Version:

https://daneshyari.com/article/4968247

Daneshyari.com

https://daneshyari.com/en/article/4968247
https://daneshyari.com/article/4968247
https://daneshyari.com

