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Obtaining 3D realistic models of urban scenes from accurate range data is nowadays an important re-
search topic, with applications in a variety of fields ranging from Cultural Heritage and digital 3D archiv-
ing to monitoring of public works. Processing massive point clouds acquired from laser scanners involves
a number of challenges, from data management to noise removal, model compression and interactive
visualization and inspection. In this paper, we present a new methodology for the reconstruction of 3D
scenes from massive point clouds coming from range lidar sensors. Our proposal includes a panorama-
based compact reconstruction where colors and normals are estimated robustly through an error-aware
algorithm that takes into account the variance of expected errors in depth measurements. Our represen-
tation supports efficient, GPU-based visualization with advanced lighting effects. We discuss the proposed
algorithms in a practical application on urban and historical preservation, described by a massive point
cloud of 3.5 billion points. We show that we can achieve compression rates higher than 97% with good
visual quality during interactive inspections.

© 2016 Elsevier Inc. All rights reserved.

1. Introduction

Reconstruction from accurate range data is becoming a more
and more important topic. Processing of massive point clouds from
lidar sensors involves a number of challenges, from data manage-
ment to noise removal, model compression and interactive visual-
ization.

When dealing with point clouds created by registering various
range scans, a single surface can be represented by points com-
ing from both nearby and distant sensors, with highly different ex-
pected measurement noise. Moreover, by merging multiple scans,
the size of the resulting cloud rapidly grows, making it harder to
handle in terms of resources.

In this paper we present a new methodology for the reconstruc-
tion of 3D scenes from massive point clouds coming from range
lidar sensors. Our proposal is based on an error-aware, robust nor-
mal estimation and a panorama-based compact reconstruction and
visualization.

Robust normal estimation is a key issue in most point-based
tasks such as visualization and surface reconstruction. Existing
methods are able to deal with noisy data under the assumption
that every point has a measurement error with similar statisti-
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cal properties. However, this assumption does not hold for point
clouds coming from lidar scanners, because the expected measure-
ment noise depends on the point’s distance from sensor and its
reflective properties. We propose and discuss a normal estimation
method that is able to deal with this problem by considering, for
each point, a 1D directional probability distribution with variance
proportional to its associated measurement error.

Streaming and visualizing a massive point cloud is not a triv-
ial task since it might not even fit in memory. Our solution to this
problem is to build panoramas at different points of interest and
enabling navigation between them. For this, we propose an effi-
cient method to build high-quality panoramas from arbitrary view
points by combining data from multiple 3D scans.

The main contributions of our approach are:

e An error-aware normal estimation algorithm for each point of
the point cloud. We have developed a method which is able to
deal with noisy point clouds with non-uniform and anisotropic
scanning error.

o A panorama-based 3D representation for gigantic point clouds
that encodes 3D data in a compact way, with an easy and inex-
pensive color matching algorithm.

o An efficient algorithm for interactive navigation, supporting
both realistic and illustrative rendering techniques.

As a test case, we processed a collection of 3D scans of the Mer-
cat de Sant Antoni including the archaeological remains that were
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found underground, resulting in a point cloud consisting of 3.5 bil-
lion points.

The rest of the paper is organized as follows. Section 2 reviews
the most relevant previous work on the subject. Section 3 provides
an overview of our approach, and Sections 4, 5 and 6 present the
preprocessing phases of our method, including the estimation of
normal vectors, generation of panoramas and estimation of con-
sistent panorama colors. Section 7 is devoted to visualization and
interactive rendering of the panoramas. Section 8 discusses our re-
sults with the test dataset. Concluding remarks are provided in
Section 9.

2. Previous work
2.1. Normal estimation

Surface reconstruction from unstructured point clouds is an
area widely studied as explained by Berger et al. (2014). In this
work we only focus on the problem of normal estimation since we
do not need an actual surface for rendering. Moreover, we assume
that we can trivially orient these normals in a consistent way since
we know the position of the scanner head from which each point
was captured.

Hoppe et al. (1992) presented an algorithm for surface recon-
struction from clouds of points which is based on estimating the
signed geometric distance to the unknown surface and then apply-
ing a variant of marching cubes in order to get the reconstructed
geometry. Particularly, they estimate normals by fitting the least
squares tangent plane to the local neighbourhood of each point,
which can be efficiently computed by principal component anal-
ysis (PCA). This approach is robust in the presence of noise but,
as noted by Mitra et al. (2004), choosing the right neighbourhood
size is key to obtain a smooth result whilst preserving the local
curvature.

Giraudot et al. (2013) tackle the problem of having different
levels of noise within the same point set by estimating a noise-
adaptive robust distance function which is used to reconstruct the
underlying surface. However, they treat all the points within a re-
gion equally without taking into account that, in a point cloud
formed by a mixture of registered scans, some points might be
more reliable than others. Moreover, although normals could be
computed from the resulting meshes, they do not directly do nor-
mal estimation.

In the same sense, the following methods do surface recon-
struction and require normals associated to each point as input.
Nevertheless they introduce the idea of using extra per-point cues
related to their reliability. Curless and Levoy (1996) propose to
associate to each point a confidence value that depends on the
ranging scanning technology. In their case, they associate lower
confidence values to higher scanning grazing angles. Similarly,
Fuhrmann and Goesele (2014) introduce a new method for sur-
face reconstruction from oriented sample points with an associ-
ated scale cue and some optional confidence information. The scale
of a point refers to the finite surface area the point represents.
Surfaces are approximated by the zero set of an implicit function
which is the result of the weighted sum of a set of basis functions
parametrized by each sample point.

In addition to noise, range scanners might suffer from other
defects, such as outliers, and there exist methods designed to be
robust against them (Campos et al., 2013; Giraudot et al., 2013;
Huang et al., 2009; Lipman et al.,, 2007; Nurunnabi et al., 2014).
Nurunnabi et al. (2014) use the Minimum Covariance Determinant
in order to compute a robust estimation of the covariance matrix
for the neighbourhood of a point, on which they apply PCA to ob-
tain the normal. Campos et al. (2013) iteratively fit d-dimensional
splats (d-jets) to the local neighbourhood of each point in a

RANSAC-like loop in order to minimize the impact of outliers. In
fact, they do surface reconstruction although normals could be ex-
tracted from their estimated splats. However, both methods con-
sider a general noise model which is not sensor-dependent.

Another family of methods aims at consolidating the point cloud
prior to performing the surface reconstruction process , as a way
to deal with noise and outliers. The process of consolidation com-
prises a projection operator and resamples the original point cloud
producing a surface implicitly defined as the fixed point of this
operator. In this direction, Alexa et al. (2003) introduce moving
least squares (MLS) surfaces for point-based methods. Using a
Gaussian weighting function that gives more importance to closer
samples in the cloud, points are projected onto the local tan-
gent space defined by a locally-fitted low-degree bivariate poly-
nomial. Guennebaud and Gross (2007) extend this method by us-
ing spheres for shape approximation, achieving higher robustness.
Nevertheless, these approaches are not considering specific direc-
tional assumptions on the noise and may require input normals for
each point which are usually computed by using PCA.

Lipman et al. (2007) propose a method for point cloud con-
solidation requiring no normals. Their parameterization-free Local
Projection Operator (LOP) tries to project a set of points onto the
local multivariate median of the original cloud by ensuring that
the resulting ones are distributed as uniformly as possible. Huang
et al. (2009) extend this approach to deal with non-uniform sam-
pled input clouds. Then, an initial guess for normals is computed
using traditional weighted PCA and improved by using a correc-
tor loop consisting in one consistent normal orientation step and
one orientation-aware PCA step. One shortcoming for this approach
is that data redundancy is reduced by uniformly placing samples
regardless of the original sampling density, however some other
works, such as Fuhrmann and Goesele (2014), with the help of
some extra cue exploit this redundancy in order to capture finer
detail.

The work of Shi et al. (2012) is also related to consolidation
but, instead of defining a projection operator, they integrate multi-
ple overlapping range images by performing a normal-aware clus-
tering of the input samples and generate a simplified point cloud
composed by cluster representatives computed using the mean-
shift algorithm. Nevertheless, the result is limited by the quality
of the normals resulting from the choice of the algorithm used to
compute them.

One common flaw to all previous approaches is the assumption
that the underlying surface is smooth. Other methods specialize in
preserving sharp features, such as Boulch and Marlet (2012) who
randomly draw triplets of points from a given neighbourhood,
compute the plane going through them and use a Hough ac-
cumulator to estimate a robust normal. Still, this technique re-
quires high point density near sharp features to produce reliable
results and highly depends on a correct choice of parameters in
order to be able to smooth out the noise. Another sharp feature-
preserving algorithm is given by Castillo et al. (2013) who refor-
mulated the least squares fitting problem and use non-linear least
squares solvers in order to estimate, at the same time, the de-
noised points and corresponding normals. For this, they introduce
new weights which penalize neighbours that lie far away from
the estimated planes and favour an even distribution of the out-
put cloud. Zhang et al. (2013) estimate a confidence for the PCA
normals and those under a certain threshold are considered to po-
tentially belong to a feature. This information is used to guide a
low-rank subspace clustering that segments the neighbourhood of
each feature point into planar subspaces. Finally, the normal for
these points is computed using PCA on the samples belonging to
the subspace with minimum fitting residual. These methods appar-
ently achieve good results when estimating normals in sharp harp
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