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a b s t r a c t 

Several researchers around the world have studied gesture recognition, but most of the recent techniques 

fall in the curse of dimensionality and are not useful in real time environment. This study proposes a 

system for dynamic gesture recognition and prediction using an innovative feature extraction technique, 

called the Convexity Approach. The proposed method generates a smaller feature vector to describe the 

hand shape with a minimal amount of data. For dynamic gesture recognition and prediction, the system 

implements two independent modules based on Hidden Markov Models and Dynamic Time Warping. 

Two experiments, one for gesture recognition and another for prediction, are executed in two different 

datasets, the RPPDI Dynamic Gestures Dataset and the Cambridge Hand Data, and the results are showed 

and discussed. 

© 2016 Elsevier Inc. All rights reserved. 

1. Introduction 

Gesture recognition systems can be used as a natural and wel- 

coming interface of interaction between computational systems 

and humans. These systems use human movement patterns to 

identify, learn, and generalize gestures executed by a user. There 

are several applications in the area of gesture recognition, such as 

games ( Lee and Hong, 2010; Rautaray and Agrawal, 2011 ), human- 

robot interaction ( Bodiroza et al., 2013; Lee, 2006 ), interaction 

with televisions ( Jeong et al., 2012 ), and sign language recognition 

( Ciaramello and Hemami, 2011; Liu and Xiao, 2015; Silanon and 

Suvonvorn, 2014; Zhou et al., 2008 ). 

Nowadays, it is possible to capture gestures executed by hu- 

mans using only a video camera on a smartphone, tablet, or note- 

book. Since most people have at least one of these devices in 

their possession, using gestures for communication with computa- 

tional systems could be employed more often than in the previous 

years. The evolution of computers, in hardware and software, also 

increases the usage of gestures as an important tool for human- 

computer communication. 
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Gesture recognition systems can be clustered into three differ- 

ent categories ( Ibraheem and Khan, 2012 ): systems based on gloves 

or external sensors attached to a user for gesture capture ( Cheng 

et al., 2015; Dekate et al., 2014; Han, 2010; Huang et al., 2011; 

Jeong et al., 2011; Xinyu et al., 2010 ), systems that recognize a 

gesture through a tracking device, such as a mouse ( Bhattacharjee 

et al., 2015; Chivers and Rodgers, 2011; Cho et al., 2004; Jeong 

et al., 2012; Schlecht et al., 2011 ), and systems that capture ges- 

tures using a video camera and process them with computer vi- 

sion techniques ( Bernardes et al., 2009; Koceski and Koceska, 2010; 

Leubner et al., 2001; Sen et al., 2005; Wu et al., 2015; Zhang and 

Zhang, 2008 ). The first category captures the gesture more pre- 

cisely, but the process is invasive, as the user wears the sensors 

around him. The application of gloves for capturing happens in 

controlled environments, where the gloves are connected to com- 

puters, but the capturing process becomes complicated to be used 

in an external environment and real world applications. 

The second category of gesture recognition systems uses a 

tracking technique to follow a hardware device in the screen. The 

tracked path is the gesture to be recognized. This kind of recogni- 

tion uses a simple gesture definition, reducing the computational 

cost. However, the possible gestures represented are less signifi- 

cant and less precise than the other categories. 

The last category uses a video camera to capture and iden- 

tify the gesture. The recognition process uses the images to ex- 

tract some features, such as movement, position, velocity, color, 
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among others. This approach can describe a more complex gesture 

than the second category, and it does not need to be used in a 

controlled environment. This category uses computer vision tech- 

niques that can be embedded in a smart-phone, for example, and 

used for gesture recognition in any place. 

One of the main problems with dynamic gesture classification is 

to deal with sequence recognition. Gestures are naturally dynamic, 

as a sequence of movements and postures, and each step has influ- 

ence in further ones. These works deal usually with temporal de- 

pendency ( Alon et al., 2009; Chang, 2016; Santos et al., 2015 ), and 

usually demand very long time and computational effort for train- 

ing. Besides that, a robust feature extractor is necessary, which in- 

creases the computational cost of the process ( Frolova et al., 2013; 

Wu et al., 2016 ), and thus decreases the possibility of the model to 

work in real time. 

A desirable characteristic in a gesture recognition system is the 

ability to recognize gestures in real time. As pointed out by Mori 

et al. (2006) , a real time gesture recognition system has to be able 

to predict the gesture that is being executed before it ends. Predic- 

tion allows the recognizer to work in real time and makes the clas- 

sifier more accurate, as it can use the prediction results to improve 

recognition. The prediction attempts to identify a pattern that has 

yet to be completed. Some prediction techniques have been used 

with success to improve speech recognition ( Helander and Nurmi- 

nen, 2007; Husssain et al., 2009; Javed and Ahmad, 2014; Satya 

et al., 2011; Stavrakoudis and Theocharis, 2007 ). A few studies use 

the prediction concept gesture prediction, as described by Ahmad 

et al. (2015) ; Kohlsdorf et al. (2011) ; Liu and Xiao (2015) ; Silanon 

and Suvonvorn (2014) . 

Although there are many studies using computer vision for ges- 

ture recognition, some problems remain, like significant computa- 

tional and time costs for the algorithms. To use gesture recogni- 

tion techniques in a real time environment, it is necessary to re- 

duce their computational and time costs. Such reduction can be 

achieved using a smaller feature vector to describe a gesture or a 

prediction technique ( Hasan and Kareem, 2012 ). Our study shows a 

dynamic gesture recognition system that uses an innovative tech- 

nique, called the Convexity Approach, for feature extraction. The 

system is evaluated for dynamic gesture recognition and for ges- 

ture prediction. It implements classification and prediction mod- 

ules based on Hidden Markov Models and Dynamic Time Warping. 

The proposed method is able to classify dynamic hand gestures 

by recognizing individual hand postures and modeling a sequence 

with them. This way, our approach can classify gestures with dif- 

ferent speed and different users. Our approach is strongly based on 

an innovative feature extraction technique, and it uses the capabil- 

ity of dynamic time warpers to model gesture sequences. 

This paper is organized as follows. Section 2 describes the Con- 

vexity Approach technique. Section 3 shows the recognition and 

prediction system architecture. Section 4 presents the experimen- 

tal setup and results, as well as a discussion about the obtained 

results. Finally, in Section 5 , we present the concluding remarks. 

2. Convexity Approach 

Several techniques are used to describe gestures. Most of these 

feature extraction techniques are affected by the curse of dimen- 

sionality ( Bilal et al., 2011 ). The curse of dimensionality states that 

an approximation of a numerical function will have a higher com- 

putational cost if its variables increase ( Kouiroukidis and Evange- 

lidis, 2011 ). There are proposed solutions for the curse of dimen- 

sionality, such as the reduction of the feature vector dimension 

( Pagel et al., 20 0 0; Zhao et al., 2010 ), classification algorithm opti- 

mization ( Qaiyumi and Mirikitani, 2006; Qin and Tang, 2009 ), and 

the use of feature selection strategies for the problem ( Teoh and 

Sheble, 2007 ). 

Fig. 1. Illustration of Convexity Approach execution. 

The Convexity Approach, the feature extraction technique, can 

describe a hand gesture using only dynamically selected points in 

the hand contour. The selection of points is minimized for each 

hand posture, so the feature vector contains the minimal features 

necessary to describe the hand. 

The Convexity Approach extracts features of one image at a 

time. This image must contain only the hand contour. The first 

step of the algorithm is to reduce the geometrical model of the 

hand, eliminating curves. The second step is to find a minimal set 

of points that can represent the minimized hand model. The last 

step is to extract the distance of these points and create a feature 

vector that will describe the hand. Fig. 1 shows the illustration of 

the Convexity Approach execution. 

2.1. Model minimization 

The first step of the Convexity Approach assures that any extra 

information will not be extracted. In the hand gesture context, ex- 

tra information is a part of the hand that can be excluded without 

losing the shape of the geometrical model of the hand. For exam- 

ple, a curve in the hand can be represented by three points. The 

Douglas-Peucker ( Douglas and Peucker, 1973 ) algorithm is used to 

create the minimized hand model and it is successfully applied for 

traffic sign recognition ( Soendoro and Supriana, 2011 ), model min- 

imization using compression ( Nandakumar et al., 2005 ), and geo- 

graphical applications ( Youfu and Guoan, 2010 ). 

An ordered set of n + 1 points in a plane forms a polygonal 

chain. Given the chain C with n segments, the Douglas-Peucker al- 

gorithm will generate a chain C ′ with fewer segments than C. The 

two endpoints of a set of points are connected by a straight line 

AB as the first rough approximation of the polygon. Iterating over 

all the vertexes, v , of all segments n in C , the distance between 

the vertex v i and the center of AB is calculated. If the distance of 

all vertexes is shorter than a threshold t , then the approximation 

is good, the endpoints are retained, and the segment AB will be 

added to C ′ and represent the polygon. However, if any of these 

distances exceeds t , the approximation is not good. In this case, it 

chooses the furthest point P , and subdivides the initial set points 

into two new segments AP and P B . The same procedure is repeated 

recursively on these two new segments, and the new segments are 

Please cite this article as: P. Barros et al., A dynamic gesture recognition and prediction system using the convexity approach, Computer 

Vision and Image Understanding (2016), http://dx.doi.org/10.1016/j.cviu.2016.10.006 

http://dx.doi.org/10.1016/j.cviu.2016.10.006


Download English Version:

https://daneshyari.com/en/article/4968840

Download Persian Version:

https://daneshyari.com/article/4968840

Daneshyari.com

https://daneshyari.com/en/article/4968840
https://daneshyari.com/article/4968840
https://daneshyari.com

