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A B S T R A C T

In this paper, we propose a novel semi-supervised multi-label feature selection algorithm and apply it to
three different applications: natural scene classification, web page annotation, and yeast gene functional
classification. Compared with the previous works, there are two advantages of our algorithm: (1) Manifold
learning which leverages the underlying geometric structure of the training data is imposed to utilize both
labeled and unlabeled data. Besides, the underlying manifold structure is guaranteed to be clear by using the
l1-norm regularization. (2) Shared subspace learning which has shown its efficiency in multi-label learning
scenarios, is also considered in our feature learning algorithm. The proposed objective function involves
l2,1-norm and l1-norm, making it non-smooth and difficult to solve. We also design an efficient iterative
algorithm to optimize it. Experimental results demonstrate the effectiveness of our algorithm compared
with sate-of-the-art algorithms on different tasks.

© 2017 Elsevier B.V. All rights reserved.

1. Introduction

High dimensional data, which is frequently confronted in real
world applications nowadays, has presented a great challenge to
existing technologies [1,2]. It’s hard to directly deal with this high
dimensional data for its huge time and space cost [3,4]. Besides, the
noises and relevant features within the data also put an obstacle to
the pattern recognition tasks based on these data. According to the
previous works [5], there are mainly two popular methods to tackle
this problem, e.g. feature extraction and feature selection. Feature
extraction aims to translate the high dimensional data into a low
dimensional space through a translation matrix. In contrast, feature
selection selects the most representative features from the original
feature data, which could preserve the underlying meaning of the
original data. However, it may be difficult for feature extraction to
understand the relationship between the new translated feature data
and the original data. Under this circumstance, feature selection has
gained many researcher’s interests in recent years.
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According to whether there are labels or not, existing feature
selection algorithms can be roughly categorized into three groups:
supervised, unsupervised and semi-supervised algorithms. Gener-
ally speaking, supervised feature selection is widely used in many
research areas. Given sufficient label information, supervised fea-
ture selection usually can utilize the discriminative information
provided by labels and achieve high accuracy. However, the most
significant problem of the supervised feature selection is collecting
large number of labeled data which is not practical and requires
especially expensive human labor. Besides, the supervised learn-
ing methods often suffer from over-fitting due to the small number
of labeled data [6] . Unsupervised feature selection is designed to
handle unlabeled data [7,8]. Unsupervised feature selection [9,10]
selects features using the underlying correlation information among
the data points, e.g., data variance and adjacent relation. Data vari-
ance [9] is a commonly used unsupervised feature selection, which
evaluates the features by the variance along a dimension, and the fea-
tures with maximum variance will be selected. Laplacian score [10]
extends data variance by choosing features with the largest vari-
ance and considering the local structure of the data space. However,
these methods neglect the inter-dependency between features when
multiple features need to be selected. Recent years, a popular used
criterion is to select the representative features by imposing some
kinds of sparse constraints on the whole feature set [11]. Never-
theless, in unsupervised scenarios, there is no label information
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available, making it difficult to select discriminative features. When
there are few labels available, semi-supervised feature selection is
adapted, semi-supervised feature selection can be interpreted as a
compromise between supervised and unsupervised feature selec-
tion. It is reported to be one of the best methods to cope with the
“small-labeled-sample” problem [12].

The key issue of semi-supervised feature selection is to design a
framework, where the labeled and unlabeled data can be sufficiently
utilized to boost the learning performance [12–14]. In the past
two decades, many semi-supervised feature selection algorithms
have been proposed. Among the different methods, graph Laplacian
based semi-supervised leaning has gained the most research inter-
ests [15–18]. A Flexible Manifold Embedding framework based on
graph Laplacian was proposed in [15], and was demonstrated signifi-
cant improvement over state-of-the-art semi-supervised algorithms.
Liu and Nie et al. [16] proposed a graph based semi-supervised
feature selection, where a new noise insensitive trace ratio crite-
rion is implemented. In order to utilize the geometric information
embedded in the original data, Yang et al. [19] proposed a two-level
manifold learning method, in which several independent graphs for
multimedia data were firstly constructed and were then combined
to obtain the final data representation. However, the two-level man-
ifold learning method is complex and impractical in the real world
applications. To tackle this problem, Yang et al. [17] proposed a
manifold semi-supervised multimedia retrieval framework, which
ranking each sample with local regression and global alignment. Ma
et al. [18]proposed a semi-supervised multimedia feature analysis
algorithm, which makes use of the labels information and captures
underlying manifold as well. However, all of these graph based algo-
rithms neglect the clearness of the underlying structure, which has
been shown its effectiveness in previous works [20–22].

In real-world classification applications, the samples we dealing
with often belong to several classes simultaneously. For example,
in image annotation, image for natural scene usually contains many
subjects, such as “trees”, “lands”, and “sea”. A simple way to cope
with the multi-label problem is to translate it into several single-label
problems. However, this approach neglects the correlations among
multiple labels, which have been proven its effectiveness in many
works [23–26]. For instance, the concept “trees” may be often accom-
panied with the concept “mountains”, such relationship between
these concepts is potentially helpful to improve the classification
performance. In [23], a framework for multi-label classification was
built, in which a shared subspace was considered among multiple
labels. Ma et al. [24] proposed a feature selection by uncovering
the shared feature subspace among multiple classes. These methods
have been demonstrated their validity on several large-scale multi-
media datasets. Nevertheless, both of these methods are designed in
a supervised approach. Yang et al. [25] proposed a semi-supervised
method for image annotation that mines label correlation and visual
similarity jointly. Similar to [25], Chang et al. proposed to utilize the
label correlations by imposing a new group sparse constraint [26].

In this paper, we propose a semi-supervised multi-label feature
selection algorithm and apply it to several kinds of applications. The
proposed algorithm firstly estimates the feature relevance by con-
structing a graph-based semi-supervised learning framework, which
can utilize the labeled and unlabeled data concurrently. A l1-norm
based constraint is then imposed to ensure the underlying mani-
fold structure is clear. To the end, the correlations between different
labels are also taken into consideration.

The most important contributions of our method are as follows

1. The proposed algorithm combines semi-supervised feature
learning, multi-label feature learning and shared subspace
learning jointly into a single framework, in which both labeled
and unlabeled samples are utilized and the sharing information
among multiple labels is leverage considered simultaneously.

2. The construction process of graph matrix is constrained by
the l1-norm, which is easy to capture a clear underlying man-
ifold structure, and thus achieves a better feature selection
performance.

3. The proposed objective function is non-smooth and is dif-
ficult to solve. We propose an efficient iterative algorithm
to optimize it. We apply our algorithm to several kinds of
real-world datasets, and experimental results demonstrate the
effectiveness of our algorithm.

The rest of this paper is organized as follows. We first give a brief
reviewofthepreviousworks inSection2. InSection3andSection4,we
derive and optimize our semi-supervised multi-label feature selection
model. In Section 5, we present our experimental evaluation on the
proposed method, followed by the conclusion in Section 6.

2. Related works

In this section, we briefly review the related works. This paper
is closely related to l1-norm graph learning and shared subspace
learning.

2.1. l1-norm graph learning

Graph-based learning has shown its efficiency for modeling data
in clustering or classification problems for its ability to incorpo-
rate geometrical information between unlabeled data. In the past
two decades, several graph based learning methods were pro-
posed [27,28]. Among the different algorithms, spectral clustering
has shown its excellent performance over the state-of-the-art algo-
rithms.

The main tools for spectral clustering are graph Laplacian matrix.
Given n data points {x1, . . . , xn} ∈ Rd×n , denote G = (V, A) as an
undirected weighted graph with a vertex set V and weight matrix
A = [A1, A2, . . . , An] ∈ Rn×n, where Aij = Aji ≥ 0. There are several
popular methods to construct the weight matrix A. A common choice
of A is defined by

Aij =

⎧⎨
⎩exp

(
− ‖xi−xj‖2

s2

)
, if xi and xj are k nearest neighbors

0, otherwise

(1)

where the parameter s is used to control the spread of neighbors.
The graph Laplacian matrix is defined as L = D − A, where D is a

diagonal matrix with each diagonal element as Dii =
n∑

j=1
Aij, ∀i. The

intuition of clustering is to separate the data points into several dif-
ferent connected components. A traditional method is to translate
this problem into a Ratio cut problem, and then relax it into following
maximization problem

min
QT Q=I

Tr(QT LQ) (2)

where Q = [q1, q2, . . . , qc] ∈ Rn×c is the cluster indicator matrix,
qk ∈ Rn×1 is the k-th column of Q. The solution Q of the relaxed
problem is formed as continuous value, which can not be directly
used as clustering results. Hence, further clustering algorithm such as
K-means need to be imposed to obtain the final clustering indicators.
However, K-means suffers from the local optimum problem, which
making the performance of clustering unstable. In order to fix this
problem, Nie et al. [20] proposed a l1-norm based learning model to
get a clearer manifold structure. Furthermore, they also extended it
with a fixed rank constraint and proposed a parameter-free learning
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