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Abstract

The emergence of large-scale human action datasets poses a challenge to efficient action labeling. Hand labeling

large-scale datasets is tedious and time consuming; thus a more efficient labeling method would be beneficial. One

possible solution is to make use of the knowledge of a known dataset to aid the labeling of a new dataset. To this end,

we propose a new transfer learning method for cross-dataset human action recognition. Our method aims at learning

generalized feature representation for effective cross-dataset classification. We propose a novel dual many-to-one

encoder architecture to extract generalized features by mapping raw features from source and target datasets to the

same feature space. Benefiting from the favorable property of the proposed many-to-one encoder, cross-dataset action

data are encouraged to possess identical encoded features if the actions share the same class labels. Experiments on

pairs of benchmark human action datasets achieved state-of-the-art accuracy, proving the efficacy of the proposed

method.
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1. Introduction

Human action recognition has drawn immense in-

terests over the years, with its applications in a wide

range of fields, including video labeling, video content

retrieval, video surveillance, and sports video analysis.5

With the growing convenience of capturing and shar-

ing videos, the computer vision community has seen a

growing variety of human action datasets with substan-

tial amount of videos. While the majority of these video

data do not have annotations on them and hand labelling10

large datasets requires considerable amount of human

efforts, researchers are interested in developing mech-

anisms to automatically generate annotations to these

video data. Considering the fact that large-scale datasets

always exhibit high intra-class variations, the require-15

ment for a rational number of training data can easily

go beyond the number of existing labelled data. Thus,

researchers are thinking about the possibility of employ-

ing previously annotated datasets to facilitate automatic
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labeling of new datasets. For the human action recogni-20

tion problem, different datasets share common actions.

If it is possible to transfer knowledge between source

and target action datasets, the annotated source dataset

can serve as an augmentation to the training data, based

on which effective labeling of the target dataset can be25

carried out. However, the auxiliary domain data may

suffer from the serious domain-shift problem. For ex-

ample, the action ‘run’ in one dataset may consist of

videos of athletes running on field tracks while the same

action from another dataset may contain videos of peo-30

ple running on the streets. In order to alleviate such

problems, an algorithm that can reduce cross-domain

variance is required. Algorithms of this type belong to

transfer learning, which is a particular branch of ma-

chine learning that aims to utilize knowledge from one35

source or task to assist the same or a different task on

another source.

In this paper, we tackle the problem of action recog-

nition across four benchmark datasets. The major chal-

lenge comes from the significant cross-dataset varia-40

tions. For example, Diving sequences in UCF Sports

dataset [1] consists of TV broadcast videos with steady
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