
�������� ��	
�����

A novel iris weight map method for less constrained iris recognition based on
bit stability and discriminability

Yang Hu, Konstantinos Sirlantzis, Gareth Howells

PII: S0262-8856(16)30081-6
DOI: doi: 10.1016/j.imavis.2016.05.003
Reference: IMAVIS 3504

To appear in: Image and Vision Computing

Received date: 6 October 2015
Revised date: 15 April 2016
Accepted date: 5 May 2016

Please cite this article as: Yang Hu, Konstantinos Sirlantzis, Gareth Howells, A novel
iris weight map method for less constrained iris recognition based on bit stability and
discriminability, Image and Vision Computing (2016), doi: 10.1016/j.imavis.2016.05.003

This is a PDF file of an unedited manuscript that has been accepted for publication.
As a service to our customers we are providing this early version of the manuscript.
The manuscript will undergo copyediting, typesetting, and review of the resulting proof
before it is published in its final form. Please note that during the production process
errors may be discovered which could affect the content, and all legal disclaimers that
apply to the journal pertain.

http://dx.doi.org/10.1016/j.imavis.2016.05.003
http://dx.doi.org/10.1016/j.imavis.2016.05.003


AC
C

EP
TE

D
 M

AN
U

SC
R

IP
T

ACCEPTED MANUSCRIPT
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Abstract

In this paper, we propose and investigate a novel iris weight map method for iris matching stage to improve less
constrained iris recognition. The proposed iris weight map considers both intra-class bit stability and inter-class bit
discriminability of iris codes. We model the intra-class bit stability in a stability map to improve the intra-class matching.
The stability map assigns more weight to the bits that have values more consistent with their noiseless and stable
estimates obtained using a low rank approximation from a set of noisy training images. Also, we express the inter-class
bit discriminability in a discriminability map to enhance the inter-class separation. We calculate the discriminability
map using a 1-to-N strategy, emphasizing the bits with more discriminative power in iris codes. The final iris weight
map is the combination of the stability map and the discriminability map. We conduct experimental analysis on four
publicly available datasets captured in varying less constrained conditions. The experimental results demonstrate that
the proposed iris weight map achieves generally improved identification and verification performance compared to state-
of-the-art methods.
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1. Introduction

The human iris contains rich texture which is high-
ly stable and distinctive. Therefore, iris recognition has
become one of the most promising technologies for bio-
metric authentication. The existing state-of-the-art iris5

recognition algorithms have achieved remarkable perfor-
mance [1, 2, 3, 4, 5], with the iris images captured in a well
controlled environment and with full cooperation of the
users. Recently, significant research effort has been devot-
ed to improve the usability and practicality of iris recogni-10

tion technology by allowing the iris images to be captured
in less constrained environments, with the subject at-a-
distance and on-the-move [6, 7, 8, 9, 10, 11, 12, 13, 14, 15],
or with cross-sensor captures [16, 17, 18, 19]. These less
constrained iris recognition systems meet the increasing15

demand for forensic, surveillance and mobile devices se-
curity applications. However, there are still challenges in
less constrained iris recognition. With the subject at-a-
distance and on-the-move, the captured iris images usually
suffer from noise and degradations, including low resolu-20

tion, specular reflection, motion blur, out of focus, occlu-
sion of glasses and eyelids, etc. Such images deteriorate
the iris recognition performance [20]. As for cross-sensor
iris captures, the iris recognition performance may drop
because of the variation in the captures of different sen-25

sors [18].
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An iris recognition system usually consists of three
components: iris segmentation, feature extraction and iris
matching. Currently, iris segmentation and feature ex-
traction for captures in less constrained environments have30

been extensively investigated [7, 10, 11, 12, 13, 21, 22, 14,
15, 23, 24, 17, 16, 19]. However, relatively fewer works
focus on designing a robust iris matching strategy [9, 8, 6,
25, 26].

Piilai et al. [26] use sparse representation as a robust35

iris matching method. This method requires noiseless rep-
resentative iris images to construct a dictionary. It is less
applicable to less constrained environments, since for cap-
tured images with noise corruption and degradation, or
cross-sensor variation, it is difficult to obtain noiseless and40

representative images to construct the dictionary.
Other methods use an iris weight map to assign more

weight to more important bits in iris codes. Hollingsworth et

al. [9] illustrate the existence of fragile bits: some bit-
s in the iris code are more likely to flip than the other-45

s. [9] shows that the iris recognition performance can be
improved by eliminating too fragile bits in iris matching
stage. It is equivalent to a binary iris weight map with
the fragile bits assigned a weight of 0 and the other bit-
s assigned a weight of 1. Based on the concept of bit50

fragility, adaptive real value weight maps, like the person-
alized weight map [8], and the power law based weight
map [6] are proposed, achieving better performance. The-
oretically, according to the proof in [8], if the inter-class
matching follows a binomial distribution with a mean of55

0.5, the above iris weight maps can be viewed as opti-
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