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a b s t r a c t 

Information fusion is an efficient way to detect the specified events and extract useful information, espe- 

cially in the context of big data. As a large-scale data-gathering system, Internet of Things (IoT) has the 

traffic with the mixed timing characteristics. The real-time observations with various delay constraints 

and the non-real-time observations are needed in information fusion. In order to guarantee the perfor- 

mance of Distributed Information Fusion (DIF), the paper focuses on the communication mechanism from 

the perspective of real-time delivery of sensing data. An online scheduling algorithm and its distributed 

implementation, named Delay-Guaranteed CSMA, are proposed. Both the timing constraints and the his- 

torical transmission statistics of sensors are taking into consideration. The simulation results have shown 

that the proposed policy achieves good delay-guaranteed satisfaction. The goal of real-time data delivery 

for distributed information fusion is achieved. 

© 2016 Elsevier B.V. All rights reserved. 

1. Introduction 

Due to the rapid advancements of mobile computing, wireless 

communication and Internet, the past few years have been wit- 

nessed an unprecedented proliferation of data space. A plenty of 

applications involve the big data analysis and the data-intensive 

computing. By gathering huge-amount of information, i.e. so-called 

big data, various monitoring purposes can be achieved. One key 

source that is responsible for big data is Internet of Things (IoT). 

IoT paradigm interconnects many objects in the physical world [1–

3] . The fundamental technologies of IoT include big data [4] , sig- 

nal processing [5] , Near Field Communication (NFC), Radio Fre- 

quency IDentification (RFID), wireless communication [6,7] , infor- 

mation diffusion [8] , etc. IoT is attracting extensive attentions from 

both academia and industry since its birth, and has become more 

prevalent [9] . 

IoT connects the physical space and the digital space [3] . The 

interaction of IoT involves the discrete dynamics of digital domain 

and the continuous dynamics of physical domain. Various func- 

tional sensors, mobile devices and cameras are deployed spatially 

to detect the targets within its own region of observation. As the 

amount of generated data is very large, data fusion or informa- 

tion fusion is used as an efficient method to gather and obtain the 
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improved data [10–12] . Performing information fusion has several 

benefits. Useful information is extracted while redundant data and 

incorrect data is eliminated. The sensing capacity of single sensor 

is limited by its spatial and temporal coverage. Information fusion 

can extend the data-gathering coverage in both spatial and tem- 

poral dimensions. Decisions can be made based on more available 

data. Data integrity is also enhanced during information fusion. 

One main goal of IoT is to monitor the specified scenarios. 

These scenarios include car traffic in the transportation systems, 

production process in the manufacturing, energy flows in the 

smart grid, public order in the emergency management, medical 

parameters in the healthcare, etc. [2,13] . These cases require real- 

time monitoring and fast decision-making. Accordingly, distributed 

information fusion is a necessary step to accomplish the applica- 

tion objectives. 

In the scenario where application objectives and optimization 

problem of information fusion cannot be distinguished, communi- 

cation systems play an important role [14] . They provide the abil- 

ity to acquire the interested data over large-scale areas. However, 

the communication performance may affect the fusion results, es- 

pecially in distributed information fusion. The stochastic nature of 

communication imposes uncertainties on the process of gathering 

data. The fusion becomes more challenge due to non-deterministic 

delay and traffic loss during the data delivery. From the point of 

application level, communication induces additional complexity in 

remote monitoring. The timing properties of communication is re- 

lated to the Quality of Service(QoS) in most content delivery net- 
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Fig. 1. The data flows in IoT. 

works. The delay of delivering traffic will not affect or change the 

results of applications. Meanwhile, some IoT applications focus on 

the real-time monitoring on physical objects in the dynamic en- 

vironments. Temporal correctness is quite important for fusion re- 

sult. In the distributed environment, the correct information fusion 

also depends on the satisfaction with many timing constraints im- 

posed on the data delivery. To gather the data and perform the 

information fusion in a real-time and reliable manner is vital to 

the monitoring performance. 

The paper tries to deal with the delivery of sensing data for dis- 

tributed information fusion. In IoT different functional sensors are 

spatially scattered. The interested data is sampled by the sensors 

and delivered to the fusion center. Then the actuating demands 

are generated and assigned to the actuators. The data flows are 

described in Fig. 1 . The amount of sensing data is enormous in 

IoT. A very large number of data is transmitted towards the fusion 

center. As the broadcasting nature of wireless communication will 

cause interference to adjacent fusion links, scheduling algorithms 

are needed. Meanwhile, sensors generate two kinds of data. One 

kind is characterized by real-time and has hard delay constraints. 

This kind of data is usually generated because of the occurrence 

of a specified event. Sensors must deliver the data to the fusion 

center successfully before its deadline. This data is inelastic traffic. 

The other kind is non-real-time traffic. It is generated by regular 

detecting tasks. It has no timing constraints. The case that sensor 

executes a periodic detecting-task and reports the result to the fu- 

sion center generates this kind of traffic. It is elastic traffic. To al- 

locate the communication resource under the heterogeneous tim- 

ing constraints in a distributed manner is very challenging [15] . 

This issue is not well addressed currently. Most of the related re- 

searches focus on information fusion itself. However, information 

fusion can be done only when required information is successfully 

received by the fusion center. Therefore, attentions should paid to 

data delivery involving in information fusion, especially when tim- 

ing constraints are imposed by high-level applications. 

The paper consider the scheduling problem from the MAC layer. 

The scheduling problem among multiple sensors is similar to the 

scheduling issue in a single-hop input-queued switch. They both 

deal with M inputs and N outputs. Some exclusive constraints ex- 

ist. The problem in input-queued switch has some encouraged re- 

sults. It is demonstrated that based on good algorithms, the switch 

can achieve almost 100% throughout. However, distributed infor- 

mation fusion aims to deliver the sensing data and detect the event 

quickly rather than achieve high throughput. A significant differ- 

ence between the two kinds of scheduling problems is that the 

issue in distributed information fusion is characterized by real- 

time nature [16] . Instead of the timing analysis and guarantee, 

previously published studies dealing with switch scheduling fo- 

cus on achieving high throughout. The groundbreaking work in- 

troduces the queue-backlog-based strategy, which has been shown 

to be throughput-optimal [17] . However, the algorithm is too com- 

plicated. It is hard to implement even in the centralized manner. 

Meanwhile, the aim of distributed information fusion is to detect 

the specified events in physical environments, especially the ape- 

riodic events. Sensors have no prior knowledge of the generated 

data, such as the inter-arrival time and the delay constraint. An on- 

line scheduling algorithm, only having the information of the cur- 

rent link status and timing constraints, is needed. 

In order to provide real-time communication mechanism to 

support distributed information fusion, an online scheduling pol- 

icy for traffic with elastic and inelastic features is proposed. A dis- 

tributed implementation, named delay-guaranteed CSMA, is pre- 

sented. A metric called urgent degree is defined, which includes 

the timing features of traffic and the historical transmission statis- 

tics of sensors. The detected decision for real-time information fu- 

sion is discard if it is not successfully received before reaching 

its maximum-allowable delay. In order to guarantee the perfor- 

mance of non-real-time information fusion, virtual delay constraint 

is defined for the detected decision to avoid a long waiting time. 

However, the traffic will not be discarded when the waiting time 

reaches to upper bound of the virtual delay. 

The policy provides per-packet delay guarantee for real-time in- 

formation fusion while avoids the problem of locking the schedul- 

ing set. The formation of scheduling set in the policy is not Marko- 

vian. Central to the policy is that the data for real-time fusion has 

a higher access priority. The fusion link with a lower served rate in 

past period has a higher priority among the fusion links with the 

same timing constraints. Meanwhile, the waiting time of the data 

for non-real-time fusion is also considered. A tradeoff is made be- 

tween the timing parameters and the historical statistics of each 

fusion link. Therefore, the algorithm avoids link starvation prob- 

lem. Simulation results have shown that the proposed policy can 

achieve better delay-guaranteed satisfaction. Therefore, real-time 

delivery of sensing data for distributed information fusion is guar- 

anteed. 

The remainder of this paper is organized as follows. 

Section 2 reviews the state of the art of related works. 

Section 3 describes the information fusion process, system model 

and notations used in the paper. Based on these, the schedul- 

ing algorithm for distributed information fusion is presented in 

Section 4 . Section 5 evaluates the performance of the proposed 

model. Section 6 concludes the paper. 

2. Related work 

The work in [14] reviews information fusion techniques for 

WSN. A later work surveys the state-of-the-art of distributed data 

aggregation algorithms in information fusion [18] . Most works in 

communication issue in the context of information fusion focus on 

routing topology or communication pattern. Meanwhile, Varshney 

et al. focus on the fusion of decisions over fading channel in wire- 

less sensor network [19,20] . 

Resource allocation in wireless network is a hot research field 

[21,22] . As the Maximum Weight Scheduling (MWS) is hard to 

implement, many sub-optimal algorithms are proposed, even if 

they only achieve a fraction of the maximum throughput region. 

The Longest-Queue-First (LQF) algorithm is an alternative with low 
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