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a b s t r a c t 

As is well known, activity level measurement and fusion rule are two crucial factors in image fusion. For 

most existing fusion methods, either in spatial domain or in a transform domain like wavelet, the activity 

level measurement is essentially implemented by designing local filters to extract high-frequency details, 

and the calculated clarity information of different source images are then compared using some elabo- 

rately designed rules to obtain a clarity/focus map. Consequently, the focus map contains the integrated 

clarity information, which is of great significance to various image fusion issues, such as multi-focus im- 

age fusion, multi-modal image fusion, etc. However, in order to achieve a satisfactory fusion performance, 

these two tasks are usually difficult to finish. In this study, we address this problem with a deep learning 

approach, aiming to learn a direct mapping between source images and focus map. To this end, a deep 

convolutional neural network (CNN) trained by high-quality image patches and their blurred versions is 

adopted to encode the mapping. The main novelty of this idea is that the activity level measurement 

and fusion rule can be jointly generated through learning a CNN model, which overcomes the difficulty 

faced by the existing fusion methods. Based on the above idea, a new multi-focus image fusion method is 

primarily proposed in this paper. Experimental results demonstrate that the proposed method can obtain 

state-of-the-art fusion performance in terms of both visual quality and objective assessment. The compu- 

tational speed of the proposed method using parallel computing is fast enough for practical usage. The 

potential of the learned CNN model for some other-type image fusion issues is also briefly exhibited in 

the experiments. 

© 2016 Elsevier B.V. 

This is an open access article under the CC BY license ( http://creativecommons.org/licenses/by/4.0/ ). 

1. Introduction 

In the field of digital photography, it is often difficult for an 

imaging device like a digital single-lens reflex camera to take an 

image in which all the objects are captured in focus. Typically, un- 

der a certain focal setting of optical lens, only the objects within 

the depth-of-field (DOF) have sharp appearance in the photograph 

while other objects are likely to be blurred. A popular technique 

to obtain an all-in-focus image is fusing multiple images of the 

same scene taken with different focal settings, which is known 

as multi-focus image fusion. At the same time, multi-focus im- 

age fusion is also an important subfield of image fusion. With 

or without modification, many algorithms for merging multi-focus 

images can also be employed for other image fusion tasks such 

as visible-infrared image fusion and multi-modal medical image 

fusion (and vice versa). From this point of view, the meaning of 
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studying multi-focus image fusion is twofold, which makes it an 

active topic in image processing community. In recent years, vari- 

ous image fusion methods have been proposed, and these methods 

can be roughly classified into two categories [1] : transform domain 

methods and spatial domain methods. 

The most classic transform domain fusion methods are based 

on multi-scale transform (MST) theories, which have been ap- 

plied in image fusion for more than thirty years since the Lapla- 

cian pyramid (LP)-based fusion method [2] was proposed. Since 

then, a large number of multi-scale transform based image fusion 

methods have appeared in this field. Some representative examples 

include the morphological pyramid (MP)-based method [3] , the 

discrete wavelet transform (DWT)-base method [4] , the dual-tree 

complex wavelet transform (DTCWT)-based method [5] , and the 

non-subsampled contourlet transform (NSCT)-based method [6] . 

These MST-based methods share a universal three-step framework, 

namely, decomposition, fusion and reconstruction [7] . The basic as- 

sumption of MST-based methods is that the activity level of source 

images can be measured by the decomposed coefficients in a se- 

lected transform domain. Apart from the selection of MST domain, 
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the rules designed for merging decomposed coefficients also play a 

very important role in MST-based methods, and many studies have 

also been taken in this direction [8–11] . In recent years, a new 

kind of transform domain fusion methods [12–16] has emerged as 

an attractive branch in this field. Different from the above intro- 

duced MST-based methods, these methods transform images into 

a single-scale feature domain with some advanced signal repre- 

sentation theories such as independent component analysis (ICA) 

and sparse representation (SR). This category of methods usually 

employs the sliding window technique to pursue an approximate 

shift-invariant fusion process. The key issue of these methods is to 

explore an effective feature domain for the calculation of activity 

level. For instance, as one of the most representative approaches 

belonging to this category, the SR-based method [13] transforms 

the source image patches into sparse domain and applies the L1- 

norm of sparse coefficients as the activity level measurement. 

The spatial domain methods in the early stage usually adopt 

a block-based fusion strategy, in which the source images are de- 

composed into blocks and each pair of block is fused with a de- 

signed activity level measurement like spatial frequency and sum- 

modified-Laplacian [17] . Clearly, the block size has a great im- 

pact on the quality of fusion results. Since the earliest block-based 

methods [18,19] using manually fixed size appeared, many im- 

proved versions have been proposed on this topic, such as the 

adaptive block based method [20] using differential evolution al- 

gorithm to obtain a fixed optimal block size, and some recently 

introduced quad-tree based methods [21,22] in which the images 

can be adaptively divided into blocks with different sizes accord- 

ing to image content. Another type of spatial domain methods 

[23,24] is based on image segmentation by sharing the similar idea 

of block-based methods, but the fusion quality of these methods 

relies heavily on the segmentation accuracy. In the past few years, 

some novel pixel-based spatial domain methods [25–31] based on 

gradient information have been proposed, which can currently ob- 

tain state-of-the-art results in multi-focus image fusion. To further 

improve the fusion quality, these methods usually apply relatively 

complex fusion schemes (can be regarded as rules in a broad sense) 

to their calculation results of activity level measurement. 

It is well known that for either transform domain or spatial do- 

main image fusion methods, activity level measurement and fu- 

sion rule are two crucial factors. In most existing image fusion 

methods, these two issues are considered separately and designed 

manually [32] . To make further improvements, many recently pro- 

posed methods tend to be more and more complicated on these 

two issues. In the MST-based methods, new transform domains in 

[33,34] and new fusion rules in [9–11] were introduced. In the SR- 

based methods, there were new sparse models and more complex 

fusion rules in [35–37] . In the block-based methods, new focus 

measures were proposed in [21,22] . In the pixel-based methods, 

new activity level measurements were introduced in [27,29] and 

the fusion schemes employed in [26,28–30] are very intricate. The 

above introduced works were all published within the last five 

years. It is worthwhile to clarify that we don’t mean these elab- 

orately designed activity level measurements and fusion rules are 

not important contributions, but the problem is that manual de- 

sign is really not an easy task. Moreover, from a certain point of 

view, it is almost impossible to come up with an ideal design that 

takes all the necessary factors into account. 

In this paper, we address this problem with a deep learning 

approach, aiming to learn a direct mapping between source im- 

ages and focus map. The focus map here indicates a pixel-level 

map which contains the clarity information after comparing the 

activity level measure of source images. To achieve this target, a 

deep convolutional neural network (CNN) [38] trained by high- 

quality image patches and their blurred versions is adopted to en- 

code the mapping. The main novelty of this idea is that the ac- 

tivity level measurement and fusion rule can be jointly generated 

through learning a CNN model, which overcomes the above diffi- 

culty faced by existing fusion methods. Based on this idea, we pro- 

pose a new multi-focus image fusion method in spatial domain. 

We demonstrate that the focus map obtained from the convolu- 

tional network is reliable that very simple consistency verification 

techniques can lead to high-quality fusion results. The computa- 

tional speed of the proposed method using parallel computing is 

fast enough for practical usage. At last, we briefly exhibit the po- 

tential of the learned CNN model for some other-type image fusion 

issues, such as visible-infrared image fusion, medical image fusion 

and multi-exposure image fusion. 

To the best of our knowledge, this is the first time that the con- 

volutional neural network is applied to an image fusion task. The 

most similar work was proposed by Li et al. [19] , in which they 

pointed out that the multi-focus image fusion can be viewed as 

a classification problem and presented a fusion method based on 

artificial neural networks. However, there exist significant differ- 

ences between the method in [19] and our method. The method in 

[19] first calculates three commonly used focus measures (feature 

extraction) and then feeds them to a three-layer (input-hidden- 

output) network, so the network just acts as a classifier for the 

fusion rule design. As a result, the source images must be fused 

patch by patch in [19] . In this work, the CNN model is simultane- 

ously used for activity level measure (feature extraction) and fu- 

sion rule design (classification). The original image content are the 

input of the CNN model. Thus, the network in this study should be 

deeper than the “shallow” network used in [19] . Considering that 

the GPU parallel computation is becoming more and more popu- 

lar, the computational speed of CNN-based fusion is not a concern 

nowadays. In addition, owing to the convolutional characteristic of 

CNNs [39] , the source images in our method can be fed to the net- 

work as a whole to further improve the computational efficiency. 

The rest of this paper is organized as follows. In Section 2 , we 

give a brief introduction to CNN and explain its feasibility as well 

as advantage for image fusion problem. In Section 3 , the proposed 

CNN-based multi-focus fusion method is presented in detail. The 

experimental results and discussions are provided in Section 4 . Fi- 

nally, Section 5 concludes the paper. 

2. CNN model for image fusion 

2.1. CNN model 

CNN is a typical deep learning model, which attempts to learn 

a hierarchical feature representation mechanism for signal/image 

data with different levels of abstraction [40] . More concretely, CNN 

is a trainable multi-stage feed-forward artificial neural network 

and each stage contains a certain number of feature maps corre- 

sponding to a level of abstraction for features. Each unit or coef- 

ficient in a feature map is called a neuron . The operations such 

as linear convolution, non-linear activation and spatial pooling ap- 

plied to neurons are used to connect the feature maps at different 

stages. 

Local receptive fields, shared weights and sub-sampling are three 

basic architectural ideas of CNNs [38] . The first one indicates a 

neuron at a certain stage is only connected with a few spatially 

neighboring neurons at its previous stage, which is in accord with 

the mechanism of mammal visual cortex. As a result, local con- 

volutional operation is performed on the input neurons in CNNs, 

unlike the fully-connected mechanism used in conventional mul- 

tilayer perception. The second idea means the weights of a con- 

volutional kernel is spatially invariant in feature maps at a certain 

stage. By combining these two ideas, the number of weights to be 

trained is greatly reduced. Mathematically, let x i and y j denote the 

i -th input feature map and j -th output feature map of a convolu- 
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