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a b s t r a c t

This paper presents a novel and efficient algorithm for non-texture inpainting of images based on using
the dominant orientation of local gradients. It first introduces the concept of a new matrix called orien-
tation matrix and then uses it for faster and better inpainting. The process of propagating information is
carried out by using a new formulation which leads to much more efficient computations than the pre-
vious methods. The gain is both in terms of computational complexity and visual quality. The promising
results in contexts of text, scratch, and block loss inpainting demonstrate the effectiveness of the pro-
posed method.

� 2017 Elsevier Inc. All rights reserved.

1. Introduction

Image inpainting is the problem of repairing/recovering parts of
an image that have been damaged or partially occluded by unde-
sired objects [1]. This problem has attracted the interest of the sci-
entific community in the last decade, mainly due to the growth of
important applications such as image editing [2,3], image replace-
ment [4], noise removal [5,6], image restoration [7,8], compression
[9–11], disocclusion [12], zooming and super-resolution [13], error
concealment [14,15], and video inpainting [16–18].

Digital image inpainting is a technology lying at the intersection
of computer graphics, image, and signal processing. The basic idea
in this technology is to develop such an algorithm that imitates the
way professional art repairers fix damages in paintings or
sculptures.

Formally, the problem of inpainting can be defined as follows:
‘‘Given an input image I with a target region X try to fill-in all pix-
els of the target region by using the information of the known areas
U ¼ I �X” [19].

The research in this field was pioneered by Bertalmio et al. [1].
They introduced an inpainting approach based on linear partial dif-
ferential equations. After that, many inpainting methods were pro-
posed to address this problem [20–22]. The inpainting methods
found in the literature can be categorized into two major cate-
gories: diffusion-based and exemplar-based.

The first category is diffusion-based. The key idea behind these
methods is the smooth propagation of information from the
boundary toward the interior of the missing areas along the direc-
tion of isophote lines (lines of equal gray values). It is the same way
as professional painting restorators work on damaged artworks
[23].

The second category is exemplar-based in which the propaga-
tion of information is carried out through a copy-and-paste texture
synthesis procedure. This terminology refers to the methods that
synthesize entire patches by learning from patches in the known
part of the image. This idea was initially proposed by the work of
Efros et al. [24]. Afterward Criminisi et al. [25] designed a revolu-
tionary algorithm for removing large objects based on texture syn-
thesis with giving higher priority to linear structures. After that
many other exemplar-based methods have been proposed based
on this work. For example, the idea of using non-local means of a
set of candidate patches was proposed by Wong et al. [26]. Xu
and Sun [27] proposed a method in which the priorities of patches
are calculated based on the sparseness of the patch’s non-zero sim-
ilarities to its neighboring patches. Kumar et al. [28] added a new
‘‘edge length” term in the priority equation of [25] which leads to
propagation of linear structures in a better way. In their very recent
work [29], they formulated the exemplar-based image inpainting
as a metric labeling problem and solved it using simulated anneal-
ing algorithm. Many other exemplar-based approaches [30–33]
can be found in the literature.

The methods proposed in both categories are interesting and
efficient in different situations. The patch-based texture synthesis
technique of the exemplar-based methods provides significant
advantages which make it possible to inpaint large holes in images.
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Diffusion-based methods on the other hand propose different for-
mulations which enable the algorithm to add some new informa-
tion to the image rather than performing only copy-and-paste
procedure.

The diffusion-based methods are well founded on the theory of
partial differential equation (PDE) and variational formulation.
They, in general, avoid having unconnected edges that are percep-
tually annoying and can achieve convincingly excellent results for
filling non-textured or relatively small missing regions. However,
they suffer from blur close to edges and contours. Some new works
have been proposed to solve this problem. For example, Benzarti
and Amiri [34] proposed a new method based on using non-
linear diffusion tensor. This technique is more effective than the
use of a simple diffusion gradient due to the reliable information
it can give in the presence of complex structures. Another work
is proposed by Bornemann and März [35]. They propose to match
the high-level quality of the methods Bertalmio et al. [1] and
Tschumperl [36] to develop a very fast inpainting algorithm. Their
algorithm is established based on two observations. The first is
about the celebrated method of Bertalmio et al. [1] which is,
neglecting some anisotropic diffusion steps that are interleaved
for stabilization. The second is about discrete, linear, and single-
pass inpainting method of Telea [37]. As a result, they successfully
designed a fast inpainting algorithm which behaves strongly diffu-
sive and creates peculiar transport patterns.

Thanks to advances in image processing, new methods have
been proposed for automatic detection of inpainting areas. Ber-
talmio et al. [20] introduced a class of automated methods for dig-
ital image/video inpainting. Venkatesh et al. [38] proposed an
efficient video inpainting algorithm capable of addressing inpaint-
ing under the stationary camera and moving cameras. The station-
ary background region is filled by a combination of adaptive
background replacement and image inpainting technique.
Recently, Mosleh et al. [17] presented a two-stage framework for
automatic video text removal in order to detect and remove
embedded video texts and fill-in their remaining regions by appro-
priate data.

The contribution of this paper is to develop a new practical non-
texture image inpainting approach with the aim of recovering
scratches, texts, or block losses from an image with a very low
computational burden. This approach makes it possible to build a
practical image editing software that can be used in various
devices such as mobile phones and tablets. An extension of this
work can also be used for the application of automatic video
inpainting. The remainder of this paper is organized as follows:
Section 2 describes the proposed method. In Section 3 we perform
experiments and show the results and next we conclude this work
in Section 4.

2. Proposed approach

The key idea behind our algorithm is to use a new matrix we
call it orientation matrix. The overall architecture of the proposed

inpainting system is shown in Fig. 1. At the first step the algorithm
calculates the gradients of the input image in both x and y direc-
tions and then computes our orientation matrix using these
gradients.

2.1. Orientation matrix

For a given input image I, we introduce the following equation
for calculating our orientation matrix H:

Hðx; yÞ ¼ round
arctan Ixðx;yÞ

Iyðx;yÞ
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in which Ix and Iy are gradients in x and y directions. This formula
generates a matrix containing integer values ranging from 0 to n.
Each value corresponds to an angle in the range of � p

2 to þ p
2. In

our implementations, n is considered to be 16. However, one may
choose a different value for the quantization of the gradients.
Fig. 2 shows these values and their corresponding angles. Since �p

2

and p
2 are at the same direction, we use:

Hðx; yÞ ¼ Hðx; yÞ; Hðx; yÞ > 0
n; otherwise

�
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This means we limit our quantization over exactly n different
integer values (each corresponds to a specific orientation).

Now, we have a matrix of the same size as the original image I
in which each pixel ðx; yÞ contains an integer value in the range of
1–n. Each value represents the orientation of the gradient of the
image at pixel ðx; yÞ.

To better show the characteristics of this matrix, we took the
well-known Cameraman image and then calculated the orientation
matrix for this image. Then we expanded it in n different binary
images which have been shown in Fig. 3. As you can see in the
images, each different value (from 1 to 16) captures the oriented
gradients of the original image in the direction of its corresponding
orientation.

2.2. Filling process

Here, we describe the filling process of the unknown areas using
our pre-calculated orientation matrix. But, before we proceed with
the description of this stage, we provide the important notations
we will use in this paper (see Table 1). Fig. 4 demonstrates our
notation diagram. This figure illustrates an input image I with a
target region X. The goal is to estimate the color components of
all pixels of the target region using the information exists in the
source region U.

original image convert color image
to gray-scale image

compute image
gradients

generate
orientation matrixinpainttarget region Ω

inpainted image

I
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Fig. 1. The overall architecture of the proposed system.
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Fig. 2. Orientation angles and their corresponding values h (n :¼ 16).
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