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We propose a novel depth maps refinement algorithm and generate multi-view video sequences from
two-view video sequences for modern autostereoscopic display. In order to generate realistic contents
for virtual views, high-quality depth maps are very critical to the view synthesis results. Therefore, refin-
ing the depth maps is the main challenging problem in the task. We propose an iterative depth refine-
ment algorithm, including error detection and error correction, to correct errors in depth map. Error
detection aims at two types of error: across-view color-depth-inconsistency error and local color-
depth-inconsistency error. Then, error pixels are corrected based on sampling local candidates. A trilat-
eral filter that considers intensity, spatial and temporal terms into the filter weighting is applied to
enhance the spatial and temporal consistency across frames. So the virtual views can be better synthe-
sized according to the refined depth maps. To combine both warped images, disparity-based view inter-
polation is introduced to alleviate the translucent artifacts. Finally, a directional filter is applied to reduce
the aliasing around the object boundaries to generate multiple high-quality virtual views between the
two views. We demonstrate the superior image quality of the synthesized virtual views by using the pro-
posed algorithm over the state-of-the-art view synthesis methods through experiments on benchmark-
ing image and video datasets.
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1. Introduction

More and more 3D display applications can be found in high-
tech products, including 3D LCD/LED displays, 3D cameras and
mobile phone devices. People are used to wear 3D glasses to expe-
rience 3D scenes on stereo displays. Nowadays, advanced 3D dis-
play technologies such as autostereoscopic displays allow people
to experience realistic 3D scenes without wearing 3D glasses. Peo-
ple can watch 3D contents from different viewpoints by changing
the viewing directions toward screen. This requires multi-view
contents rather than two views for stereoscopic displays. However,
stereo cameras can only capture images or videos at two views.
One way to obtain multi-view image content is to convert stereo-
scopic contents to multiple views. Another solution is to use a
multi-view camera array to capture the images or videos which
is quite expensive and usually restricted to static camera setting.

Given a stereo video pair, we aim to synthesize the virtual
videos at different viewpoints located between the two viewpoints
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of the stereo video pair so that each synthesized video could be
seen as one of multi-view contents for the modern autostereo-
scopic display. Estimating the depth maps from the two-view
video pairs is an essential task to achieve the objective of multi-
view synthesis. There are two primary approaches to acquiring
depth images: using active sensors, such as Time-of-flight (ToF)
camera or depth sensor, and computing depth maps from stereo
images by stereo matching algorithm. Active device can capture
depth maps for dynamic scenes in real time, while stereo matching
algorithms usually take much time for computing from just a pair
of stereoscopic images.

The depth maps obtained by the above approaches include error
pixels and noises. Two common error pixels can be found in the
estimated stereoscopic depth pair. One is across-view color-
depth-inconsistency error and the other is local color-depth-
inconsistency error. The across-view color-depth-inconsistency
error occurs as the depth value of one pixel in the left image is
not consistent with the depth value in the corresponding pixel in
the right view. The local color-depth-inconsistency error denotes
the pixels that their depth values are very different from those of
pixels with similar color in a local neighborhood. Figs. 1 and 2
depict two types of depth errors. In this paper, a joint error detec-
tion and correction algorithm is proposed to refine depth maps
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Fig. 1. The local inconsistent error in the depth map around object boundary compared to its color image. (For interpretation of the references to color in this figure legend,

the reader is referred to the web version of this article.)

Fig. 2. Depth maps contain inconsistent errors across views. The depth values in the red windows are not consistent in both views. (For interpretation of the references to

color in this figure legend, the reader is referred to the web version of this article.)

that are estimated by any existing stereo matching technique or
acquired from depth capturing devices.

After the errors are corrected, a spatio-temporal smoothing
approach is introduced to smooth the depth maps and enhance
the temporal consistency. Therefore, the noises, errors and visual
artifacts across frames in the depth maps can be alleviated. After
the depth maps are refined, view synthesis is applied to each stereo
image pair of the stereo video with its corresponding refined depth
map. First, the left and right views are warped to the desired view-
point. A disparity-based view interpolation is applied to generate a
virtual view using the warped left and right views. This method
blends both warped images into a single virtual view effectively
and reduce the error caused by occlusion when one pixel can be
seen in the left view while occluded in the right view.

Next, we introduce a patch-based image inpainting to fill all
holes. The quality of hole filling directly influences the view syn-
thesis quality. However, some artifacts in the view synthesis are
caused by image warping with inaccurate depth information
around the object boundaries. A directional filter is proposed not
only to reduce the artifacts but also to preserve the original edges
of objects in the synthesized views. Thus, the virtual view for all
frames is generated by using the above procedures.

The main contributions of this work are threefold.

e A joint error detection and correction algorithm is proposed to
refine depth maps. It is effective for depth recovery and very
general to any existing stereo matching technique or depth cap-
turing devices.

e A complete view synthesis framework is proposed to synthesize
virtual views between left and rightmost views by exploiting
spatio-temporal smoothing approach, patch-based image
inpainting and directional filters.

¢ We demonstrate the effectiveness of the proposed system on
several publicly available sequences and apply our depth recov-
ery method to the existing stereo matching algorithms [1,2].
Our method achieves better performance.

2. Related work
2.1. Depth refinement

Because the depth maps obtained by active sensing devices or
stereo matching technique are usually far from perfect. There are
two common active capturing devices, one is ToF camera and the
other is Kinect. For ToF camera, auxiliary devices such as digital
cameras are often exploited for depth map upsampling purpose
because it cannot capture color image. In [3], depth maps which
are captured from a low-resolution and noisy 3D-ToF camera can
be refined into high quality depth maps with the help of corre-
sponding color image by high-resolution digital camera. For Kinect,
since there are occlusions in the captured depth maps, inpainting is
required to fill in occluded regions. Lai et al. [4] applied a median
filter on object construction to fill in missing depth values.

Once we have initial depth maps, we have to improve them
because of several defects. In order to refine depth maps for
images, advanced non-linear filters, such as non-local mean filters
or bilateral filters, are quite effective for the purposes. Joint bilat-
eral filtering and its variations are readily available tools for depth
refinement using high quality auxiliary color images for cross fil-
tering [5]. Yang et al. [6] applied bilateral filtering technique and
interpolated the high-resolution depth values. Park et al. [3] used
a NLM term to regularize depth maps and combined with a weight-
ing scheme that involves edge, gradient, and segmentation infor-
mation extracted from high quality color images.
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