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a b s t r a c t 

We introduce a fast Branch-and-Bound algorithm for optimal feature selection based on a U-curve as- 

sumption for the cost function. The U-curve assumption, which is based on the peaking phenomenon of 

the classification error, postulates that the cost over the chains of the Boolean lattice that represents the 

search space describes a U-shaped curve. The proposed algorithm is an improvement over the original 

algorithm for U-curve feature selection introduced recently. Extensive simulation experiments are carried 

out to assess the performance of the proposed algorithm (IUBB), comparing it to the original algorithm 

(UBB), as well as exhaustive search and Generalized Sequential Forward Search. The results show that the 

IUBB algorithm makes fewer evaluations and achieves better solutions under a fixed computational bud- 

get. We also show that the IUBB algorithm is robust with respect to violations of the U-curve assumption. 

We investigate the application of the IUBB algorithm in the design of imaging W -operators and in classi- 

fication feature selection, using the average mean conditional entropy (MCE) as the cost function for the 

search. 

© 2017 Elsevier Ltd. All rights reserved. 

1. Introduction 

Feature selection is the problem of finding an optimal subset 

of a finite set of features that minimizes a cost function that is 

correlated to the classification error (e.g., the estimated classifica- 

tion error) [8] . Determining the optimal set of features can be a 

complicated task, since for a problem with n features, an exhaus- 

tive search requires considering all 2 n possible feature sets. The 

Cover–Campenhout theorem [3] stipulates that to be guaranteed to 

find the optimal feature set, no algorithm can avoid the exponen- 

tial complexity of exhaustive search, in a worst-case sense, unless 

there is extra information about the problem. 

Algorithms have been proposed that use heuristics to attempt 

to find the optimal feature set in fewer evaluations than exhaus- 

tive search; among them are feature selection algorithms based on 

the well-known Branch-and-Bound (BB) paradigm for discrete and 

combinatorial optimization [5,12] . A BB algorithm uses some prop- 

erty of the cost function, such as monotonicity, to accomplish a 
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systematic enumeration of the features sets in the form of a tree . 

At each step of the algorithm, the tree is traversed ( Branch ) and 

the cost of the best feature set found until that step is recorded 

( Bound ). If the cost of a node is smaller than the bound, its succes- 

sor nodes are explored further and the bound is updated. Other- 

wise, the successors of that node can be safely discarded or pruned , 

by exploring the monotonicity of the cost. If the tree is organized 

in such a way that large sections of it can be pruned en masse, 

then the BB algorithm is successful. Different improvements have 

been proposed to enhance the performance of the basic BB al- 

gorithm [11] . Yu and Yuan [17] suggest avoiding the evaluation 

of intermediate single-branching nodes by obtaining a “minimum 

search tree.” Also ordering the nodes in the tree based on the sig- 

nificance of the features is used in some of the variants of the BB 

algorithm [11] . In addition, to minimize the number of cost evalua- 

tions, some algorithms use analytical properties of the search space 

[16] . 

It is well-known that the optimal classification error is mono- 

tonically nonincreasing with an increasing number of features [4] , 

making it a perfect candidate for a cost function for a BB algo- 

rithm. However, the optimal classifier and optimal classification er- 

ror are rarely known in practice, and the criterion used is typically 

the classification error for a classifier designed using sample data, 

which does not generally decrease monotonically. Rather, increas- 
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Fig. 1. Peaking phenomenon. (a) Slightly correlated features. ρ = 0 . 125 . (b) Highly correlated features. ρ = 0 . 5 . Reproduced from [15] . 

Fig. 2. Lattice for 5 features, with 4 chains highlighted in red. The cost function for this example is decomposable in U-shaped curves. (For interpretation of the references 

to color in this figure legend, the reader is referred to the web version of this article.) 

ing the number of features used to design the classifier, with a 

fixed sample size, generally makes the expected error of the de- 

signed classifier decrease and then increase. This is known as the 

peaking phenomenon , which was first studied in [7] . 

Fig. 1 (a) and (b) shows the peaking phenomenon for the Lin- 

ear Discriminant Analysis (LDA) classification rule. In Fig. 1 (a) the 

features are slightly correlated. In this case, peaking occurs earlier 

(i.e., for a smaller number of features) or later depending on the 

sample size. For example, for sample size 30, peaking occurs with 

about 6 features, but when sample size increases to 100, peaking 

occurs at a larger feature size. In Fig. 1 (b) the features are highly 

correlated. As we see in this case, even for a large sample size, 

peaking occurs early. 

Due to the peaking phenomenon, the error of the designed clas- 

sifier (as opposed to the optimal classification error) is likely to 

display a U-shaped behavior along a chain of increasing nested fea- 

ture sets. Thus, it is reasonable to make the assumption that all the 

chains of the Boolean lattice that represent the search space have 

U-shaped behavior (U-curve assumption). The U-curve assumption 

was used by Ris and colleagues to formulate the U-curve optimiza- 

tion problem, which in turn can be employed to model the feature 

selection step of classifier design [14] . To solve this problem, the 

original BB algorithm, or its variants mentioned previously, are not 

suitable, as all of these algorithms assume that the cost function 

is monotone. Hence, the solution found by these algorithms will 

not necessarily be the globally best possible feature set. A feature 

selection algorithm based on a U-shaped cost function was pro- 

posed in [14] . They also presented some principles for a Branch- 

and-Bound procedure to tackle the U-curve problem, which were 

developed by Reis into the U-curve Branch-and-Bound (UBB) algo- 

rithm [13] . 

In this paper, we propose and evaluate a Branch-and-Bound al- 

gorithm for the U-curve optimization problem, which outperforms 

the original UBB algorithm, and investigate its application in the 

design of imaging W -operators and in feature selection for classi- 

fier design. Section 2 presents a formal description of the U-curve 

optimization problem and also reviews the original UBB algorithm. 

In Section 3 , we introduce the Improved UBB (IUBB) algorithm, a 
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